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Abstract— Applying the Multiple Drones System (MDS) to
perform the repetitive and dangerous tasks for human in many
complex environments has become a trend all around the world,
due to the increasing capacity of mobile communication and the
increasing intelligence of drone robots. However, to fulfill the tar-
get with less cost as much as possible, drones need to collaborate
deeply with each other to make the optimal decision, which is now
important and challenging. In this work, we focus on addressing
the efficient task allocation among large-scale drones with the
object of minimizing the resource waste and cost, which is proved
to be NP-hard. Specifically, we first introduce the Digital Twin
(DT) technology to dynamically construct the spatial structure for
drones, in which a density clustering based algorithm is proposed
to decompose the large-scale task allocation problem among all
drones into smaller sub-problems among partial drones. Then,
for each sub-problem, we propose an improved auction algorithm
to allocate the sub-tasks to local drones according to the task
difficulty and drone ability. The experimental results indicate that
the proposed method outperforms the state-of-the-art methods
in terms of the moving distance, resource utilization and task
completion time, etc.

Index Terms— Digital twin, drones, mobile network, spatial
structure, task allocation.

I. INTRODUCTION

ITH the rapid development of wireless communication
Wtechnology (e.g., 5G/6G) and Artificial Intelligence
(AI) technology, robots are becoming more and more prac-
tical and useful, since 5SG/6G [1] gives robots the ability to
communicate and Al gives robots the ability to think indepen-
dently [2]. In this case, robots can take the place of human
to perform the repetitive or heavy tasks efficiently in some
complex and even dangerous environments. For example, the
robots can be used to execute the search and rescue tasks
in disaster areas. Compared to the manual search and rescue
process, robots can finish the task safely using much less time,
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so as to improve the survival opportunity of disaster victims
greatly [3].

Drone, as one particular kind of robots, becomes a hot topic
in mobile networks [4]. Similarly, drones can be applied to
execute repetitive or heavy tasks for human. The difference
is that the ground robot works in a two-dimensional space,
while the drone robot works in a three-dimensional space [5],
which makes the problem much more complex. Nowadays,
the task, as well as its execution environment, both become
more and more complex. In this condition, the traditional
single-drone mode is not able to handle such complex situation
efficiently, due to its capacity and power limitations. Then,
multiple simple drones are composed together to execute the
same task in a collaborative way, which is referred to as the
Multiple Drones System (MDS) [6].

By establishing the group collaborative model among
drones, MDS can be used to address much more complex
and diverse tasks compared to the single-drone mode. In this
case, there are already a lot of research being proposed
to discover the most optimal collaboration model among
drones [7], [8], [9], [10]. However, when taking the actual
environment into consideration, these work typically suffer
from: 1) in MDS, each drone needs not only perform its
own sub-tasks, but also collaborate with other drones to finish
the overall task, which makes the collaboration and decision
much more challenging; 2) multiple drones are used to fulfill
the same task, so that how to reach the consensus among
them on task allocation and how to make a trade-off when
task conflict occurs between single-drone and drone-group,
are both challenging; 3) the time complexity of obtaining
the optimal solution for task allocation among drones is
proportional to the number of drones and tasks, which makes
this problem NP-hard.

Aiming at addressing these challenges mentioned above,
we first apply the technology of Digital Twin (DT) and the
idea of auction theory into our design so as to propose a DT
supported novel framework for MDS spatial structure con-
struction, based on which an auction based algorithm is then
proposed to address the large-scale task allocation problem
among drones in MDS. Specifically, the main contributions of
this work are summarized as follows:

o« We establish a DT supported novel MDS framework,
in which the spatial structure for drone is constructed
dynamically and can be used to guide the task allocation
and execution.
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o We mathematically formulate the large-scale task alloca-
tion problem among drones in MDS, which is then proved
to be NP-hard.

o blueWe decompose the large-scale task allocation
problem with discrete clustering objects into several
non-intersecting and complete sub-problems for solving
using the density clustering and collaboration mech-
anisms respectively. These sub-problems are to be
addressed in parallel to reduce the computing and com-
munication cost.

e« We propose an improved auction based algorithm to
establish the allocation relationship between drones and
sub-tasks in sub-problems, which jointly considers the
drone moving distance, drone capacity, task load balance
and task completion time, so as to avoid the drone
resource waste as much as possible.

The rest of this work are summarized as follows. Section II
summarizes the related work. Section III introduces the
designed system framework for spatial structure based MDS.
Section IV proposes an efficient algorithm to address the task
allocation among large-scale drones. Section V shows and
analysis the experimental results. Section VI concludes this
work.

II. RELATED WORK

The task allocation problem in MDS has been studied
by a lot of research. By analyzing the state-of-the-art work,
we summarize them into three categories which are the intel-
ligent optimization based task allocation, the auction based
task allocation and the spatial structure based task allocation
respectively.

A. Intelligent Optimization Based Task Allocation

As explained, the task allocation problem in MDS is
NP-hard, so that it usually takes very long time solve the for-
mulated Integer Linear Programming (ILP) [8] problem model.
Hence, many intelligent optimization methods are proposed.
For example, Ref. [9] proposed to address the large-scale task
allocation in the drone network using the genetic algorithm,
while Ref. [10] applied the variable neighborhood Simulated
Annealing (SA) [11] algorithm. In addition, the particle swarm
optimization is also another kind of intelligent optimization
method that was leveraged by Ref. [12] to implement a simple
but efficient task clustering among drones. Another work
using the dynamic distributed Particle Swarm Optimization
(PSO) [13] method to solve the task allocation of drones was
proposed in [14]. The difference between them was that the
former was carried out in a centralized manner while the latter
was in a distributed manner.

The SA and PSO based methods were usually unstable,
because their corresponding computational convergence speed
was greatly affected by the drone environment which was
very complex and dynamic. Therefore, Ref. [15] proposed
a meta method which generated multiple solutions for the
problem, so that the solution robustness towards achieving
the optimal single-object was improved. Besides, the robot
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behavior was also used to help making decisions for task
allocation. For example, Ref. [16] separated the robots into two
kinds according to their behavior. Then, one kind focused on
high-level tasks such as communication and task recognition,
while the second kind focused on low-level tasks such as navi-
gation and obstacle avoidance. Moreover, Ref. [17] proposed a
threshold based clustering strategy for task allocation, in which
the threshold value was calculated also based on the robot
behavior to the available resource.

Generally, the SA/PSO based methods are suitable for
relatively static environments, while the behavior based intel-
ligent optimization methods are suitable for task allocation in
dynamic environments [18]. Nevertheless, we should be aware
that the task environment of drone is becoming more and more
complex, which makes the traditional intelligent optimization
methods no longer effective. Although the behavior based
methods provide scalable and robust solution for drone task
allocation, they also cost great energy consumption and time.

B. Auction Based Task Allocation

The relationship between tasks and drones can be easily
formulated as an auction model, where tasks are the items
for auction and drones are bidders. Following this idea, many
work have been proposed. For example, targeting on solving
the multiple robots collaboration problem, Ref. [19] proposed
an auction based algorithm. In this work, the centralized
auction mode was used, that is, all the tasks were allocated to
bidders in order. However, it is aware that the centralized mode
would easily results in performance bottleneck. Reconsidering
this situation in the drone task allocation scenario, the node
selected to perform auction process would also require high
cost and energy to remain reliability, since the failure of this
node may stop all drones from working [20].

Then, distributed auction is leveraged to ease such bottle-
neck. For example, Ref. [21] proposed to solve the drone flying
path planning and the task allocation jointly. In particular, the
task allocation was solved by a distributed auction algorithm,
namely, there were not only one node that can perform
the auction process. In this case, the failure of one node
would not affect the other drones from working. Besides,
Ref. [22] divided the region into several parts and selected
one primary drone for each part to execute the task allocation
process locally. Similarly, Ref. [23] also proposed a distributed
algorithm to address such distributed task allocation problem.
Despite this, we should be aware that distributed structure
suffers from frequently communication and may not be able
to well response to dynamically arriving tasks.

Therefore, the above two auction modes are combined in
many other state-of-the-art studies. One typical example was
proposed in Ref. [24], where a hybrid auction algorithm was
proposed. This work first followed the ideas in [22] and [23].
The difference was that this work also selected a centralized
controller for these separated primary nodes.

C. Spatial Structure Based Task Allocation

It has been mentioned that the number of drones is continu-
ously increasing and the environment in which drones execute
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the tasks is also becoming more and more complex. All these
trends lead to the poor performance of both the intelligent
optimization and auction based algorithms. In this regard,
Ref. [25] was proposed and it created a hierarchical structure
among drones, in which some drones were leaders and some
were followers. Based on this structure, the task allocation
was carried out following the greedy strategy. Obviously, this
algorithm reduced the time complexity, but it also suffered
from the priori allocation challenge of resource [26]. On one
hand, the resource allocation was difficult to obtain in advance.
On the other hand, the greedy strategy would easily lead to
resource waste.

Another work [27] also formulated the hierarchical structure
for drones which were separated into different groups. In par-
ticular, this work intended to decompose the problem into two
levels, that is, the group level and the individual level. Then,
the complex task beyond the individual drone’s capacity would
be assigned to the group drones. Moreover, Ref. [28] studied
the uncertain factors in the drone spatial structure, such as the
drone risk level and the chaos drone path. Then, it introduced
a task reassignment mechanism to ease the side-effects caused
by these uncertain factors.

Nevertheless, it is aware that these work focused on estab-
lishing the drone space using a hierarchical structure which
suffered from poor fault tolerance.

III. DT SUPPORTED MDS FRAMEWORK
AND PROBLEM MODEL

A. System Framework

Generally, the tasks in a MDS scenario can be divided
into two categories which are the searching task and the
rescue task. In particular, these tasks will gather as clusters
in different locations. Besides, the number of drones increases
with the increasing of the number of tasks, which results
in exponential growth of the computing complexity towards
optimal task allocation. Hence, the large-scale drone task
allocation in MDS should be considered and optimized. Since
drones work in the three-dimensional space, we first introduce
DT into this work to construct the spatial structure for drones.
Then, in this DT supported spatial structure, we mainly focus
on the task cluster division to reduce the complexity when
fulfilling the task allocation.

The DT supported MDS framework is designed and shown
in Fig. 1, where there are two planes, that is, the real-plane
and the emulated-plane. In particular, on one hand, the bottom
plane is the real-plane that consists of the elements in the
real world. The physical searching drones in this plane will
collect the corresponding task and environment data for DT
to construct the emulated-plane (i.e., the collected information
will be transferred to emulated-plane through the DT channel).
On the other hand, the upper plane is the emulated-plane that
is constructed using the DT technology, and it focuses on
emulating the practical environment on from the real world
including the drones, tasks, areas, etc. After the construction
of the emulated-plane, it can then be used to guide the drone
task allocation in a more flexible manner. Moreover, the drones
in the spatial structure are divided into different groups and
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Fig. 1. DT enabled system framework.

responsible for tasks in different areas, thus to decompose the
large-scale and complex task allocation problem into smaller
sub-ones which can then be solved in parallel efficiently.

B. Problem Model

1) Drone: There are two kinds of drones in this model,
which are the searching drone and the rescue drone. The
searching drones are equipped with detecting sensors and the
rescue drones are equipped with resources such as medicine
and food. Thus, we denote the set of drones by D =
{D?, D}, where D° = {df,dg,...,dl%sl} and Dff =
{df",df,...,d[,n}. Given any drone d; € D, the maximum
number of tasks this drone can carry is set to dé, due to the
power limitation of drones. Meanwhile, the capacity of d; is
denoted by df, which indicates the task difficulty level that can
be processed by d;. The position of any drone can be denoted
by a triple pos(d;) = (z¢,yd, z4), where z¢,yd, z¢ indicate
the coordinates of three dimensions.

2) Task: Similarly, there are two kinds of tasks and
we denote them by T = {T° TF}, where T° =
{t7,45, .. tips ) and TF = {tf',¢f,... t[Tn }. In partic-
ular, T represents the searching tasks and 7' represents the
rescue tasks. Given any task ¢; € T, it has a difficulty level
denoted by t;-l and the task should be allocated to the drone
having close capacity in order to avoid resource waste as much
as possible. Each task is also attached with the coordinates that
are formulated as the triple pos(t;) = (x4, y}, 25).

3) Mapping Between Drones and Tasks: Now, the tasks
should be allocated to the drones, so that a binary variable
is defined as follows:

i — 1, if ¢; is allocated to d;.

; 0. )

otherwise.

It is noted that X f = 1 happens only when the following
constraints are satisfied,

(d; € D3&&t; € T9)||(d; € DE&&t; € TR)  (2)
t4 < df (3)
where the first constraint makes sure that the task is allocated

to the same kind of drone and the second constraint guarantees
that the drone is able to process the allocated task.
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Fig. 2. Basic structure for task allocation.

4) Objective: The object of this model is to minimize the
overall flying distance. Actually, it is proportional to the over-
all cost, because the drones need power to support its flying.
In this way, the longer the flying distance, the more power
consumed, which naturally leads to higher cost. In addition,
we should also be aware that the smaller the distance, the lower
the energy consumption and cost, and the faster the rescue
speed. Taking these conditions into consideration, our object
is to minimize the overall drone flying distance, as follows:

S ST dis(pos(d;), pos(t;)) X!
i€[1,|D|] j€[1,|T]

s.t. Z le =

i€[1,| D]

I ¢
GE[LITI]

> o] <dy

GELIT]]

(1), (2),(3) 4)

where dis(x) indicates the Euclidean distance between any
two points. Assuming that the spatial geographical locations
of d; and t; are (xf,yf, z{) and (2%, yt, 2!) respectively, then
the distance between them is calculated as follows:

dis (pos(d;),pos(t;))
= @ a2+ -2+ -2 )

Minimize:

IV. DT SUPPORTED SPATIAL STRUCTURE BASED DRONE
TASK ALLOCATION ALGORITHM

The large-scale drone task allocation problem in MDS
is NP-hard and the proof can be found in the Appendix.
Hence, we cannot solve it in linear time simply using the
integer linear programming based methods. In this work,
to reduce the computing complexity and time complexity,
we first decompose the large-scale task allocation problem into
several sub-problems which are then solved by a proposed
improved auction based algorithm. The basic structure for
task allocation is shown in Fig. 2, where the task clusters are
generated by density clustering based strategy and the drone
groups are created by a collaboration based strategy.

A. Spatial and Density Clustering Based Problem
Decomposition

According to the actual disaster situation in real world, the
rescue tasks usually exist in clusters, so that the places of task
clusters can be viewed as the dense region which is divided by
some low-density regions in the spatial space. In this regard,
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the density clustering based method is leveraged to carry out
the task division in the spatial space created by DT.

As explained, the tasks are denoted by the set of T
with the size n = |T'| and each task ¢; is drawn from a
three-dimensional space of the real values (%, 3%, 2%), where
(xﬁ-,y} z§) € R3. Now, given any task ¢;, we set its nearest
neighbor distance as €, based on which two neighborhood
functions are firstly defined for ¢; as follows:

Definition 1: The e-nearest neighborhood of the task t; is
defined by the set of N(t;) = {6%]i € [1,|Nc(t;)[]}, where
the following constraints should be satisfied.

o Nc(t;) CT/{t;}.

o [N(tj)| =,

o dis(pos(t;),pos(t;)) < dis(pos(t;),pos(t;n)),
Vtj € Ne(ty),tjr € T/(Ne(t;) + {t;})-

Definition 2: The reverse e-nearest neigborhood of the task
t; is defined by the set of R.(t;) = {¢%]i € [1,|Rc(t;)[]},
where the following constraints should be satisfied.

o Rc(t;) CT/{t;},
o tj € Ne(tjr), Vij € Re(t)).

It is commonly known that there are three types of samples
in density clustering, which are observed to be core, boundary
and noise. In this paper, each task is a sample and set to core,
boundary or noise according to the distance between it and
other tasks. Based on such mapping relationship, it is stated
that: 1) a task t; € 7' is a core observation iff N(t;) > €; 2) t;
is a boundary or noise observation if N,(¢;) < e. In particular,
the core and boundary observations indicate tasks that will be
finally clustered, while the noise observations are interfering
samples that do not need to be clustered.

There exists the reachability relationship between any two
task observations, which is an important metric to generate
task clusters, so that we define it as follows:

Definition 3: A task t; is directly density reachable to
another task ¢;, if

° Ne(t]) Z €,
. tj/ S Ne(tj).

where the first constraint indicates that ¢; should be a core
observation and the second constraint indicates that ¢;, should
be within the e-nearest neighbors of ¢;. For simplicity, we use
— to represent directly density reachable.

In fact, the directly density reachable is non-symmetric.
However, according to definition 3, we can say that a task
t; is density reachable (represented by the notation ~-) to
another task ¢;, if there exists a chain of observations like
(tj1 , th, AN 7tjm,)’ where tjl = tj/, t i — tj and t]‘i is directly
density reachable to t;,,,,Vi € (1,m). This concludes to the
following lemma:

Lemma 1: The density reachable is transitive, that is, t, is
density reachable to t., if 3t, is density reachable to both t,
and t,.

Apparently, in definition 3, the density reachable is a
canonical extension of the directly density reachable with the
transitive feature. Taking this characteristic into consideration,
we have the following theorem:
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Theorem 1: The task observation t; is symmetrically den-
sity connected to the task observation t; if they are both
density reachable from t .

Proof: Let the three task observations be in the same
task observation chain denoted by (t;/,t;~,t;) in sequence,
on one hand, ¢ is density reachable to ¢; and ¢;- is density
reachable from ¢, that is, t;; ~» t;» ~» t;. Based on the
transitive characteristic among task observations, we have
t;; ~» t;. On the other hand, we denote the observation
chain by (t;,t;~,t;/) on the contrary sequence, so that similar
reduction process can be applied to achieve that t; ~ £, ~»
t;,. Combining the two cases, Theorem 1 is proved. 0

Now, based on the above definitions, we give the task cluster
definition as follows:

Definition 4: A cluster C consists of many tasks within
the e-nearest neighbors and C(# 0) C T should meet the
following constraints that

o t;~> tj,Vti,tj e C,

. t]‘ € C(g T)Ntl € C&&tz ~ tj.

It is noted that there are soft clustering and hard clustering.
The former allows one task been assigned to multiple clusters
while the latter do not. In this work, we also define that
one task can only be assigned to one cluster. Despite this,
we should be aware that, for any boundary task € C, it may
also be the boundary of another cluster C’, such that a
selection process must be provided to fulfill this constraint.
Since the boundary tasks do not have much effects on the
overall clustering, so that a random approach is used to make
the selection.

Given any cluster C, it includes many tasks (core or
boundary). To better describe the features of C', we define that
the density of C' is equal to the maximum directly density
reachable distances among all core task observations in C.
In this way, the density of C is calculated as follows:

dens(C) = ,max, dis(pos(t;), pos(t;)), (6)

Y]
where 1)N(t;) > € 2)Nc(t;) > €3)t; ~ t;;4)t;,t; € C,
should be satisfied.
Based on the above definitions, we can carry out the task
clustering process in terms of the task set 7" and the nearest
neighbor parameter e. Firstly, for any initial and unclustered

task t;, we first calculate its neighbors as follows:

neighbors(t;) = Ne(t;) + {tjs € Re(t;) : |[Re(t})| > €}
(7

For any neighbor of ¢;, let’s say n; € neighbors(t;),
it follows two conditions that 1) n; will be classified in a
new cluster as the core if it is unclustered and N(n;) > €. 2)
otherwise n; is in the cluster whose core is ¢;. Following the
above principle, we formulate the task division problem as a
directed e nearest neighbor graph denoted by G.(V, E), where
V equals to the task set 7' and E describes the connection
relations. For example, for any (u,v) € E (u,v € V), let u
be the core task observation, then, v is one of the e nearest
neighbors of u (i.e., v € N(u)). In this way, the core nodes
in V is calculated as follows:

core = {v € V|N(v) > €} (8)
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According to (8), we can obtain some new clusters denoted
by C = {C1,Cs,...,C;} which is initially defined by weakly
connected components (i.e., tasks) within the core observation
subgraph G./(V/core). Then, these new clusters will be
expanded by the breadth first search through all unclustered
reachable task observations. Specifically, given any unclus-
tered node v ¢ C;,Vi € [1,1], if Ju, making

1) uedd;,

2) u € core,

3) v e Ne(u),
satisfied, v is assigned to the cluster C; by cluster expansion
of C; = C; Uwv. Repeating the above process until all tasks
are clustered.

According to the calculated task clusters, we next need to
separate drones into different groups, so that one drone group
can serve one task cluster. As explained, the tasks around the
same area are in one cluster, so that the smaller the task
cluster, the shorter the survival time may be, because this
situation means that such rescue tasks occur in some remote
regions with less resource. In addition, considering the urgent
characteristics of the rescue task, we need to first fulfill the
cluster with less tasks. Based on the above consideration,
we sort the cluster set ¢ = C U CF in ascending order
of the task number in each cluster C; € C,Vi € [1,|C|].
In particular, C' represents the searching task set and C'T?
represents the rescue task set.

Since the searching drones do not need to carry special
things and perform the same function, so that the rescue task
cluster should be satisfied in the first place. For all the clusters
in C, the rescue drones are assigned according to their rate,
as follows:

i€[1,|CE| ’

where G indicates the number of rescue drones assigned to
perform the tasks in C/* under the constraint that:

>

i€[L|GF]

[e (10)

Note that, if there exists any pair of C'** and G that violates
the constraint in (10), i.e., |Cft| > ZiG[LIGfH d$, we need to
exchange G and G% which is searched to fulfill the following
linear target.

Minimize : ||GE| — |G|
s.t. > d > |Cf
i €lL,|GE]]
> di > |l
i€[1,|GR]
GF| > 1GF| (1)

Now, assuming that the groups are already classified for
the rescue drones and denoted by G = {G;|Vi € [1,|G][]},
then, given the group G;, the searching drones are assigned

by 57”(; x |D®|, where the drones in G; are used to serve
i€[1,|G]
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Algorithm 1 Spatial and Density Clustering Based
Task and Drone Decomposition

Input: Task set T', drone set D, ¢
Output: Task cluster set C' and drone group set G
1 C, G, core — ()
2 1« 0
3 for t; €T do
4 N,(t;) « Calculate the e neighbors for ¢;;
5 if N.(t;) > € then
6 L core <« core U t;;

7 for t; € core do

8 Ci — {t:};

9 for t; that is directly reachable to C; do
10 if t; € Nc(t;) and unclustered then
11 L LCiHCiUtj;

12 Sort C in ascending order based on the number of
tasks;

13 for C; € C do

14 Calculate the drone group G; for C; based on (9);

15 if (10) is violated between G; and C; then

16 Find G; € G according to (11) and exchange

L G; and Gy
17 G «— GUGy;

18 return C, G,

the tasks in C;. The corresponding pseudo-code is shown in
Algorithm 1.

B. Improved Auction for Decomposed Task Allocation

Since the large-scale task allocation is decomposed into
small-scale ones, we next can address the small-scale task allo-
cation problems in parallel, so as to improve the efficiency. For
one task cluster C; = {t/|j € [1,|C;|]} and the corresponding
drone group G; = {d¥|k € [1,|G;|]}, we propose an improved
auction algorithm to solve the task allocation between C; and
G;. Apparently, to establish the mapping relationship, we have:
1) the tasks in C; are auction items; 2) the drones in G; are
the bidders; 3) a virtual auction agent should be introduced so
as to manage and host the auction process.

Firstly, for each auction task ¢/, it requires a basic starting
bidding price which is evaluated by its difficulty level (i.e.,
tf’d). Secondly, for each bidder df’, it needs to bid during
each round of auction. Considering the special nature of
drone rescue, the bid price of each drone is comprehensively
determined by the distance between d¥ and t7, the gap between
its capacity (i.e., df’c) and task difficulty level (i.e., tg’d), and
the task loads on df In addition, Different drones may offer
different prices, so that we should also normalize the three
price indicators. Then, according to the previous definitions,
the three aspects can be calculated and normalized as follows:

dis(pos(d¥), pos (tf)) ‘
dis(pos(d¥), pos(t]))

distance(d¥, t]) = (12)
max

dreaG;,tlec;
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. _ Xj
load(df) = 2jeiou X ke LG
kel o] 2jen i Xk
(14)

Apparently, the farther the distance between the task and the
drone, the higher the cost will be spent to perform this task.
Besides, the drone can bid the task item, only when its capacity
exceeds the task difficulty level. However, the larger the gap,
the higher the cost, because the extra capacity maybe wasted.
Lastly, the more tasks auctioned by this drone, the higher cost
will be for this drone to bid other task items, because these
tasks are usually not in the same place. One task may be
very far from drone and all the task geographical positions
maynot be fully taken into consideration when executing the
task allocation, such that the drone would need to pay more
cost on the extra flying distance and power consumption from
the position of one task to the position of another. Therefore,
we formulate the bidding price for the bidder d¥, as follows:

pricel’’ = widistance(d¥ t])

+ wggap(d’.“ tj) + wgload(df),

1771

15)

where wi,wq,ws are the coefficiencies limited by the con-
straint that wq + wo + w3 = 1.
Then, based on the above definitions, the problem becomes

Minimize : Z Z pricez’k X X]i
JELIC:] ke[1,]Gil]
s.t. > X <1, VEe[1,]G]
JELICs]

S oxi<1, vielL|c]
ke[L,|Gil]
dve >t ik X =1, (16)
where the first constraint means that one bidder can only
successfully bid one task item in one round auction. The
second constraint means that one task item can only be
assigned to one bidder. The third constraint makes sure that
the bidder has the capacity to process the task item.

Next, we need to fulfill the task allocation for searching
drones and rescue drones respectively. For the searching tasks,
its difficulty level reduces to zero, so that we do not need
to consider the second part in (15) and the corresponding
coefficiencies are set as w1 = 0.6, ws = 0,ws = 0.4 according
to their effects on the cost. Unlike the traditional auction that
selects the solution which can maximize the profits. In this
paper, the goal is to minimize the cost spent on performing
the searching and rescue tasks.

In order to make it clear and easy to follow, we simplify
the three-dimensional scenario as a two-dimensional scenario,
in which the searching task allocation principle is explained.
For example, as shown in Fig. 3, there are two searching
drones and three searching tasks in (a). The bidding prices of
df and d5 can be calculated according to (15) and we can see
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Searching task allocation illustration. (a) 2 drones and 3 tasks scenario. (b) First round bidding. (c) Second round bidding. (d) Third round bidding.
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Fig. 4. Rescue task allocation illustration. (a) 2 drones and 2 tasks scenario. (b) Bidding. (c) New task arrival. (d) Task sequence adjustment.

that the normalized bidding prices in the first round are shown
in (b), where d5 provides the lowest price for 7, so that #; is
added to the task list of d5 as List(d5) = List(d5) U {t{}.
Note that, the searching distance will be doubled if the drone
begins executing the second task from its origin, so that
the ending position of the previous task will be the starting
position of the next task. This design is reflected in the auction
process, so that we have

pos(d3) = pos(t7). (17

The second round auction is shown in Fig. 3(c), where
dS provides a bid on the basis of 7, which means that
the corresponding distance, gap and load of ds are changed
in this round. In this way, the normalized bidding prices
are 0.18 (df for t5), 0.32 (df for t5), 0.39 (d5 for t5),
0.28 (d5 for t5) respectively. Hence, di provides the lowest
price for t5, so that ¢5 is added to the task list of df as
List(dy) = List(dy)U{t5}. Similarly, the third round auction
is carried out after d7 and df update their positions, and shown
in Fig. 3(d). However, new searching tasks would appear
suddenly. For example, a new searching task ¢§ appears next
to t5 in 3(e) and the bidding process is shown in 3(f), in which
we can also observe that this new round bidding is carried out
based on the result of the previous auction.

On the other hand, for the rescue task, the auction process
follows similar principles as in the searching task auction and
the coefficiencies are set as wy = 0.42,wy = 0.28, w3 = 0.3.
Then, an example is given in Fig. 4, where 4(a) provides
a scenario with 2 rescue drones and tasks and 4(b) shows
the bidding process. Apparently, the bid price is calculated
according to equation (15) and df offers the lower cost
for tI* and t£. However, unlike the searching task with the
execution difficulty approaching to zero, the rescue task has
basic requirements, that is, the rescue task difficulty exceeds
zero. Hence, although d{‘ offers the lower cost for tf¥, its
capacity is lower than the requirements of ¢, that is, d§ < t{.
In this case, the auction results are that t£* is allocated to d¥
and £ is allocated to df*.

Nevertheless, we should be aware that the position and the
load of the rescue drone will be changed after every round
of auction, which would result in a situation that the drone
may need to go back to the origin for re-supply before it can
perform the next task. Returning to the origin will increase
the flying distance and leads to extra cost. In this regard, the
task execution sequence should be dynamically adjusted for
drones. Given the drone d¥ and its task list List(d¥), if new
bidding tf is obtained by dI*, then, we can 1) insert tf into
appropriate position in List(d®); 2) re-arrange all elements
in List(d[*) U{t!'}. Regarding the two ways, we come to the
following theorem.

Theorem 2: Let |List(d)] = n, the new task insertion
operation can improve the computing efficiency by O(n!) with
up to twice the distance cost compared with task re-ordering.

Proof: Denoting the new bidding task by t,?, then there are
two cases. Firstly, we can insert t2 into List(dl), so that
we have |List(df)] = n + 1 with the worst searching
complexity of O(n + 1). Secondly, if we re-order all the
elements in List(df) to achieve a global optimal execution
order, the worst time complexity is O((n + 1)!) according to
the permutation theory. Hence, the time complexity can be
improved by about % = O(n!).

In addition, assuming that £ is inserted between ¢ and
t2, 1, then we have

dis(pos(ty)), pos(ty’)) < dis(pos(ty’), pos(tii1))
dis(pos(tf:), pos(ti1)) < dis(pos(tf), pos(tiy1)).
Regarding tf,tﬁ,tfﬂ as the three vertices of a triangle,

then according to the length relationship between the three
edges of a triangle, it follows that

(18)

dis(pos(ty'), pos(ty)) + dis(pos(tg:), pos(ti', 1))
> dis(pos(ty)), pos(ti1))

Now, substituting (18) into (19), we can obtain the lower and
upper distance bounds, that is, [1, 2] xdis(pos(ti}), pos(tf, 1))
In addition, the distance is directly proportional to the cost in
this phase, so that the cost spent on new task insertion is up

19)
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Algorithm 2 Auction Based Task Allocation

Input: cluster set C, drone group set G
QOutput: Task allocation solution

17+ 0;

2 for C; € C and G; € G do

3 for t/ € C; do
4 for d¥ € G, do
5 priceg *  Calculate the bidding price for
d¥ towards tf ;
6 Select the d¥ with the lowest price as winner
of tf ;
7 Update the position and load of d¥ according
to equations (14) and (17);
8 pre_cost(dF) « Calculate the flying cost for
d¥ to put tf at the end of its task list;
9 for \ € [1: [list(d})|] do
10 new_cost(d¥) « Calculate the flying cost
for d¥ to insert ¢/ at the \-th position on its
task list;
1 if pre_cost(d¥) > new_cost(d¥) then
12 L index — \;
13 Insert ¢/ into the index-th position of list(d¥);

14 return list(G);

to twice that of the original solution, so that Theorem 2 is
proved. g

The task insertion process is explained with the example
given in Fig. 4(c), where t£ ¢5 2 are successfully auctioned
by dIf. For the last task item tI, there are three insertion
solutions, that is, 1) {tf — t& — t£} with cost of 6.58;
2) {tf — B — '} with cost of 3.83; 3) {tf! — tf —
tF} with cost of 4.41. In this way, the second insertion
solution is selected. The corresponding pseudo-code is shown
in Algorithm 2.

V. PERFORMANCE EVALUATION
A. Setup

The experiments are carried out based on ROS Kinetic,
an open source platform for multi-robot simulation, using
the python programming language. It is also a distributed
platform, so as to well simulate the practical drone actions.
Besides, in order to provide a simulation environment as real
as possible, the searching drones are set to equip sensors for
searching and the rescue drones are set to equip medicine for
rescuing, which are power consuming. The parameter details
are summarized and shown in Table I. Specifically, the flying
speed of a searching drone is set to 3 m/s, while that of a
rescue drone is set to 1 m/s, because the rescue drones are
heavier than the searching drones. Meanwhile, the maximum
number of tasks that can be accepted by the searching/rescue
drone is 6. The capacity of rescue drone is set in {3,6,9}
and the task difficulty level is set within the scope of [1,9].
Moreover, considering the characteristics of the searching and
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TABLE I
PARAMETERS AND TESTING CASES
Parameters
. speed (m/s) 3
Searching drone maximum task number 6
speed (m/s) 1
Rescue drone maximum task number 6
capacity {3.6.9}
. execution time (s) 5
Searching task | dificulty level 0
exeuction time (s) 10
Rescue task task difficulty level [1.9]
Testing casel (small scale)
Scenario ID 1 2 3 4 5 6
Drone number 6 6 6 10 10 10
Task number 12 18 24 20 30 40
Testing case2 (large scale)
Scenario ID 1 2 3 4 5 6
Drone number 30 30 30 50 50 50
Task number 60 80 100 100 | 120 | 140
TABLE II
TASK ALLOCATION SOLUTIONS IN SMALL SCALE SCENARIOS
task allocation (drone number - task number)
drone 6-12 6-18 6-24 10-20 10-30 10-40
S-D1 2,0 0,3 2,16,23,6 9,0 0,2,12 22,2923
S-D2 6,10 12,16,6,9] 20,12,9,10 | 2,13 3,6,9 32,20,13
S-D3 9,3 10,13,2 | 22,19,3,0,13| 3 26,10,20 6,9,12,39,23
S-D4 — — 12,19,1q 13,22 10,36,30,33
S-D5 — — — 6,16 19,16,23,29 0,19,16,26
R-D1 1.4,5 17,11 15,14,21,5 11,15 11,24 24,4,38,27
R-D2 8,11 14,8,15 17,4,7 4,5,17 5,27,8,18 35,34,1,5
R-D3 7 4,5,1,7 18,1,8,11 8 25,7,14 18,28,7,37
R-D4 — — 7,14 28,21,1 14,15,21,31
R-D5 — — — 1,18 4,15,17 25,17,8,11

rescue tasks, we set their execution time by 5 seconds and
10 seconds respectively.

The hardware environments are Intel(R) Core(TM) i7-6700
CPU 3.40GHz with 16G memory and 1T hard disk space with
the OS of Ubuntu 16.04.

B. Metrics and Benchmarks

In order to comprehensively evaluate the proposed
algorithm, we select four testing metrics which are:

« Average flying distance, it reflects the average moving
distance of all drones during the task execution process.

o Average utilization of drone capacity, it reflects the
resource utilization of drones, so that the higher this
metric, the more tasks that will be accepted.

o Task load balance, it reflects the task distribution among
drones and is evaluated using the standard deviation
among the number of tasks carried by drones.

o Task completion time, it reflects the total time that a drone
group finishes the allocated tasks. The smaller the better.

Besides, the task load balance reflects the task distribution
among drones and it is evaluated using the standard deviation
among the number of tasks carried by drones.

In addition, we compare the proposed method with two
novel benchmarks over two testing cases. Specifically, the
three comparison methods are:

e SSI, a Sequential and Single-Item based auction
algorithm that is used to address the task allocation for
heterogeneous drones [29].
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o« CBBA, a Consensus and Binding Based Algorithm that
is used to group decentralized tasks and allocate these
tasks to distributed drones [30].

o« DCAA, the proposed method that uses the Density Clus-
tering and Auction based Algorithm to address the large
scale task allocation among drones.

C. Results

The results are achieved under two testing cases and the
details are summarized in Table I. The first one is a small
scale testing case with a 100 x 100 x 100 m? three-dimensional
space, in which there are 6 kinds of scenarios that have (6,
12), (6, 18), (6, 24), (10, 20), (10, 30), (10, 40) drones and
tasks respectively. As for the large scale testing case, it is a
2000 x 2000 x 100 m? three-dimensional space, in which there
are also 6 scenarios that have (30, 60), (30, 80), (30, 100),
(50, 100), (50, 120), (50, 140) drones and tasks respectively.
The above testing scenarios are set to build a perfect match
relationship between the number of drones and the number of
tasks by taking the capacity of drones and the task difficulty
into consideration. Because on one hand, if the number of tasks
is much lower than the drones’ capacities, which means that a
lot of drones maybe idle for a long time, so that their capacity
utilization will be extremely lower. On the other hand, if the
number of tasks is much higher than the drones’ capacities,
then all the drones will be extremely overloaded, such that
there is almost no room for optimization and all methods may
perform the same.

The task allocation solutions under the two cases are sum-
marized and shown in Tables II and III respectively. It is noted
that the terms “S-D” and “R-D” are short for “Searching-
Drone” and “Rescue-Drone” respectively. Besides, it is aware
the number of searching drone is equal to the number of
rescue drone, and the number of searching task is also equal to
the number of rescue task. Despite this setting, the searching
and rescue tasks are randomly generated and distributed in
different locations. Moreover, the values in the two tables
indicate the task serial number that starts from zero, for
example, S-D1 in “6-12” has two searching tasks with one
numbered zero.

Firstly, for the results in Table II, we can see that 1) all
the tasks are allocated to drones. For example, for the sce-
nario with 6 drones and 12 tasks, there are 3 searching
drones responsible for 6 searching tasks and 3 rescue drones
responsible for 6 rescue tasks. The difference is the task
allocation solution, because each searching drone is allocated
with 2 searching tasks, while the three rescue drones are in
charge of {3,2,1} rescue tasks respectively. 2) the task load
of any drone is in a relatively balanced state. For example,
for the scenario with 10 drones and 24 tasks, the maximum
and minimum number of tasks carried by drones are 5 and
3 respectively. Despite this, it is note that only one drone (i.e.,
S-D2) has 3 tasks and one drone (i.e., S-D3) has 5 tasks. The
rest drones all have 4 tasks. 3) there are some empty spaces in
Table II. This is reasonable, because some drones do not exist
at all. For example, for the case of 6-12 in terms of S-D4,
it means that the fourth searching drone is not allocated with
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any task. In this case, there are 6 drones. Half of them are the
searching drones, while the rest half are the rescue drones.
In this case, the fourth searching drone (i.e., S-D4) does not
exist at all.

Then, for the results in Table III, we can also observe
similar phenomena as in Table II. The difference is that the
results in Table III are obtained in the large scale testing case.
Taking the first scenario as an example, there are 30 drones
and 60 tasks, so that each drone needs to carry two tasks on
average. Since the proposed algorithm has already taken the
load balance into consideration, we can see that most drones
have been allocated with two tasks in this scenario, except
S-D1, S-D4, S-D6, S-D10, R-D7 and R-D9. Note that the
gap between the maximum and minimum number of tasks
carried by drones is only 2 in this scenario, which means that
we achieve a perfect load balance among drones. Observing
the other five scenarios, we can see that such gap values
are 2 (for 30 drones and 80 tasks), 1 (for 30 drones and
100 tasks), 2 (for 50 drones and 100 tasks), 2 (for 50 drones
and 120 tasks), 3 (for 50 drones and 140 tasks), which also
reflect the similar conclusion. Moreover, we can also observe
similar empty spaces in Table III, due to the same reasons
explained in terms of the results in Table II.

Now, reviewing the results in Table II, we can see that the
maximum number of tasks carried by one drone is 5 (only
one drone has five tasks, i.e., S-D3 in “10-40”), while that in
Table III is 4 (most drones have 4 tasks). Besides, the average
task load balance in Table III is better than that in Table II.
Hence, all these conditions reflect that the proposed algorithm
is more suitable for processing the large scale task allocation
problem in MDS.

Based on the task allocation solutions, the drones need to
execute their tasks accordingly, during which we calculate
their flying paths which are shown vividly in Fig. 5. In par-
ticular, we can see that there are 12 sub-figures, where the
first 6 sub-figures display the flying paths of solutions from
Table II and the rest 6 sub-figures show the flying paths of
solutions from Table III. In addition, the drone is represented
by the circle and the task is represented by the square. Note
that in the small case scenarios (i.e., 5(a)-5(f)), there are a
few tasks that are distributed randomly in the spatial structure,
so that we do not form the task clusters. However, as for
the large scale scenarios (i.e., 5(g)-5(1)), we can easily see
that there are task clusters formed, because the number of
tasks becomes large, so that they tend to gather together
gradually.

Besides, let’s observe the drone distribution in these sub-
figures. Apparently, we can see that the initial positions of
all the searching and rescue drones are along the x-axis in
the small scale testing scenarios, while that in the large scale
testing scenarios are along the x-axis and the y-axis. This is
because the maximum number of drones is 10 in the small
scale testing scenarios, while the minimum number of drones
is 30 in the large scale testing scenarios. Such difference leads
to the situation that if we set the initial starting positions of
all drones along the same axis in large scale scenarios, these
drones may frequently complete the tasks closer to them and
cause extra calculation cost.
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TABLE III
TASK ALLOCATION SOLUTIONS IN LARGE SCALE SCENARIOS

task allocation (drone number - task number)
drone 30-60 30-80 30-100 50-100 50-120 50-140
S-D1 0 6,16,19 13,19,6 6,16 13,2,12 3,19,2
S-D2 6,9 3,10,2,13 16,12,9,2 19,9 10,16 13,9,10,16
S-D3 10,13 0,12,9 10,3,0 10,12 6,9,19 12,0,6
S-D4 16,3,12 23,26,36,29 39,30,36 2,13 0,3 30,32,36,29
S-D5 19,2 32,30,22 32,22,23,26 0,3 33,23,36 39,26,33
S-D6 20 39,33,20 33,29,20 26,29,36 29,22 22,20,23
S-D7 32,29 50,53 66,80,09,83 20,39 26,30 40,53
S-D8 33,39 59,66 60,93,96 33,32 20,39,32 93,69,59
S-D9 20,26 60,42 86,63,02 22,30 40,43 70,83
S-D10 22,36,23 72,56,63 99,92,90 72,42 72,52,50 123,99,96
S-D11 46,43 49,79,73 46,43,82,42 63,60 42,46 66,100
S-D12 56,59 43,46 76,73,89,53 52,50 56,69 42,50,116
S-D13 52,42 52,69 79,70,72 66,69 62,60,66 119,120
S-D14 49,50 70,76 56,59,49 79,93 76,89 126,132
S-D15 40,53 40,62 52,50,40 80,49 83,93 129,133
S-D16 — — — 53,70 96,102 139,52,112
S-D17 — — — 82,62 99,103 103,43,60,49
S-D18 — — — 56,99 110,106 63,72,79
S-D19 — — — 92,59 80,73,112 86,136,80
S-D20 — — — 90,96 79,100,90 90,76,82
S-D21 — — — 86,73 53,92,113 46,130
S-D22 — — — 43,76 59,63 102,110,122,62
S-D23 — — — 40,83 86,109 109,106
S-D24 — — — 46 116,119 56,89,73
S-D25 — — — 89 82,70,49 92,113
R-D1 15,11 18,1,14 15,17,11 1 11,17,1 17,11,7
R-D2 14,8 17,15,5 4,14,5,1 15,7 8,18,14 4,15,18
R-D3 17,5 7,4,8,11 7,8,18 11,8,17 15,7 1,14,5,8
R-D4 18,4 38,28,27 37,31,28 14,4 4,5 25,34,27
R-D5 1,7 37,34,35 25,38,34 18,5 21,27 35,38,21
R-D6 28,34 31,21,24,25 21,24,35,27 35,24 37,24 37,24,28,31
R-D7 35,21,27 41,57 41,54,77 25,21 34,38 41,57,125
R-D8 25,37 51,65,44 61,44,65 38,28 25,28,35,31 55,45
R-D9 24 67,54 47,55,84,75 34,37 47,57 107,48,58
R-D10 31,38 74,717,775 67,85,95 27,31 55,68 61,67,47
R-DI1 45,54 45,48 97,74,88 41,61 61,78,94 74,71
R-DI12 44,51 61,55 94,87,98,45 44,48 81,88 81,77
R-DI13 47,41 64,71 71,57,58,81 47,67 84,91 84,38
R-D14 57,55 68,47 64,78,68 75,45 97,98 87.91,118
R-DI5 58,48 78,58 91,51,48 87,54 65,115 101,98,121
R-D16 — — — 85,88 44,51 105,104
R-D17 — — — 91,64 67,74 115,108
R-D18 — — — 97,94 111,85,95 127,124
R-D19 — — — 98,57 101,105 135,131,111
R-D20 — — — 51,55 45,107 85,44,51
R-D21 — — — 68,65 108,118 54,6475
R-D22 — — — 84,77 114,87,58 65,117,134
R-D23 — — — 58,95 41,77,75 68,95,78
R-D24 — — — 78,71 54,71,104 128,94,137
R-D25 — — — 81,74 48,117,64 114,138,97
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One more detail can be found is that the most drones
start their task execution following a strict principle, that
is, the closer the task, the larger probability this task will
be executed in advance, which then can reduce the total
flying distance, so as to reduce the overall cost. For example,
as shown in Fig. 5(a), the position points of its path are
(x,y,z) = {(45,16,13),(65,87,27)}. Since the drones all
begins at the x-axis, so that the second position (65,87,27) is
farther from the starting point than the first position (45,16,13).
As for the other subfigures, we can also observe the same
flying principle which is satisfied by most drones. In this
way, by carefully taking the positions of different tasks into
consideration and building the relationship among them for
task allocation decision making, then the overall cost can be

greatly reduced, due to the reduction of the flying distance
that is proportional to the cost.

Based on the above evaluation, the correctness and robust-
ness of the proposed method are reflected in a certain extend.
Hence, we next compare it with the benchmark methods. The
experiments are carried out 30 times and the average results
are shown in Figs. 6-9 respectively, where Fig. 6 shows the
statistical results about the average flying distance, Fig. 7
shows the utilization of drone capacity, Fig. 8 shows the task
load balance of drones and Fig. 9 shows the task completion
time.

Firstly, for the results of the average flying distance in Fig. 6,
it is a vital important metric to evaluate the effectiveness of the
methods, because the longer the flying distance, the larger the
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Fig. 5. Flying path. (a) 6 drones and 12 tasks. (b) 6 drones and 18 tasks. (c) 6 drones and 24 tasks. (d) 10 drones and 20 tasks. (¢) 10 drones and 30 tasks.
(f) 10 drones and 40 tasks. (g) 30 drones and 60 tasks. (h) 30 drones and 80 tasks. (i) 30 drones and 100 tasks. (j) 50 drones and 100 tasks. (k) 50 drones

and 120 tasks. (1) 50 drones and 140 tasks.

cost. In addition, the long flying distance will also consume
more power of drones, which results in the condition that
this drone may not be able to make full use of its capacity
before running out its power. Apparently, the average flying
distance achieved in case2 is larger than that in casel, due
to the fact that the number of tasks in case2 is over triple
times that in casel. Besides, we can see that the proposed
method achieves the second shortest distance in casel. On one
hand, the proposed method jointly considers the distance,
load balance and the capacity utilization when calculating the
overall cost, so that we may not be able to achieve the optimal
performance toward the metric of flying distance. On the other
hand, implementing load balance among drones means that
more drones will participate in task execution, such that the
overall distance of the drone group will also increase.

Despite this, we should be aware that such non-optimal
performance only happens in the small scale case, due to
the limited number of drones/tasks and resource. As for the
large scale case, the proposed method achieves the shortest
flying path than the other two benchmarks. This is reasonable,
because we evaluate the distance between task cluster and
drone group, instead of establishing the mapping relationship
between any drone and any task. For the other benchmarks,
their flying distance increases greatly with the increasing
of the number of drones/tasks. That is because they lack
of dynamic adjustment strategy, so that their task allocation
solution in large scale scenarios would easily lead to the
drone overload which prevents them from accepting more
tasks. Observing the details in Fig. 6, we can see that the
decreasing rate of the average flying distance achieved by the
proposed method is around [25%,45%] in terms of the large-
scale case. The larger the value of flying distance decreasing
rate, the less power consumed, so that more tasks can be
executed.

Secondly, for the results of the utilization of drone capacity
in Fig. 7, several phenomena can be observed, that is, 1) the
proposed method achieves the highest utilization (i.e., about
80%) in both casel and case2. The higher the utilization
of drone capacity, the higher the resource utilization, since
this metric describes the matching degree between the task
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Fig. 6. Average flying distance.
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Fig. 7. Utilization of drone capacity.

difficulty level and drone capacity. Besides, SSI has the lowest
utilization (about 50%) and CBBA is slightly higher (about
60%) than that of SSI, because they do not consider the
matching degree between the task difficulty level and drone
capacity. Then, this will lead to the situation that the drone
capacity may exceed the task difficult greatly, so that a lot of
resource would be wasted. 2) the drone capacity utilization
achieved by the proposed method in both casel and case2
are similar (i.e., around 80%), which means that the proposed
can better adapt to the scale of the number of tasks/drones.
As for SSI and CBBA, we can observe similar phenomenon.
Despite this, it is aware that the utilization achieved by SSI
and CBBA are about 50% and 60% respectively, which are
both lower than that of the proposed method. Compared
with the proposed method, such performance gap is around
[20%, 30%].
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Thirdly, the task load balance conditions are calculated and
presented in Fig. 8, where we can see several phenomena
that: 1) the proposed method achieves the smallest value
(about 0.8 in casel and 0.5 in case2) of task load balance.
As explained, the load balance is evaluated by the standard
deviation, so that the smaller this value, the more balance
the task load among drones. In addition, the load balance
condition can also reflect the cooperation degree within the
whole drone group. In other words, unbalanced task load
means that some drones may be allocated with many tasks,
while the others may not be allocated with tasks. In this case,
the heavy loaded drones are always busy working, while the
others are idle. Such situation would accelerate the damage
of the heavy loaded drones and may even take long time to
complete the tasks. 2) the load balance of the proposed method
remains very stable (the gap is less than 0.5) in different
scenarios, which can also be observed in Tables II and III.
However, the minimum and maximum values of load balance
achieved by SSI and CBBA are within [1.8, 3.5] and [1.4, 2.5]
respectively. Comparing the gap values (0.5 for DCAA; 1.7 for
SSI; 1,1 for CBBA), the proposed method outperforms the
benchmarks. 3) the values of load balance in casel and case2
does not increase strictly with the increasing of the number of
tasks/drones. Taking casel as the example, the load balance
values of the three methods are {0.8, 0.79, 0.9, 0.75, 1, 1.2}
(DCAA), {2.8, 3.4, 2.9, 2.7, 3.1, 1.9} (SSD) and {1.9, 1.6,
1.5, 2.2, 1.85, 1.55} (CBBA) respectively. That is because the
ratio between the task number and drone number is different
in terms of the six scenarios.

Lastly, for the results of the task completion time in Fig. 9,
we can also see several phenomena. On one hand, the task
completion time increases with the increasing of the number
of tasks for the three methods. However, when the number of
tasks exceeds four times that of drone, the task completion
time increase slowly. That is because the strategy of SSI and
CBBA would easily overload some drones and make the rest
drones idle. Only when the number of tasks far exceed the
number of drones, SSI and CBBA would consider to allocate
the tasks to the idle drones, so that the task load balance
is improved. As for the proposed method DCAA, its task
completion time increases slowly with the increasing of the
number of tasks, due to the perfect task load balance achieved
by DCAA. On the other hand, the proposed method achieves
the lowest task completion time, because most drones in the
same group are allocated with almost the same number of
tasks, so that they can execute the tasks on parallel to reduce
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Fig. 9. Task completion time.

the task completion time as much as possible. On the contrary,
the task allocation provided by SSI and CBBA is unbalanced,
so that the task completion time depends on the time that the
last drone finishes its tasks. Moreover, looking deep into the
results, we can see that the proposed method can decrease
the overall task completion time by around 22.5% on average.

VI. CONCLUSION

The MDS are gradually used to perform the repetitive and
dangerous tasks for human in many complex environments
with the rapid development of drones. However, the task
allocation in large scale MDS is a critical and challenging
problem that need to be addressed urgently. In this work,
we design a DT enabled system framework and propose
a density clustering and auction based method to address
the task allocation in large scale MDS. Experimental results
indicate that the proposed method outperforms the state-of-the-
art benchmarks. Despite this, how to apply the task allocation
theory and method proposed in this work into real application
still needs to be explored.

APPENDIX

Theorem: The task allocation problem in MDS is NP-hard.

Proof: We use a reduction from the Multiple Knapsack
Problem (MKP) to prove that the task allocation problem in
MDS is NP-hard. In an instance of MKP, we are given a set
of m knapsacks with the capacity ¢;(i € [1,m]) and a set of n
objects with value v; and weight w;(j € [1,n]). Then, MKP
is to select m disjoint subsets of objects for each knapsack
under the constraint that the total weight of the objects does
not exceed the capacity of this knapsack and the overall value
should be maximized, as follows:

m n
P1: Maximize:z = Z Z VT4, 5

i=1j=1

n

ijxm <c¢, Vi€ [1,m}

j=1

m

Zl‘i’j <1, Vje [1,n]

i=1

xz;; €{0,1}, Vie[l,m],je[l,n] (20)

Reviewing the model of task allocation in MDS in
equation (4), we can see that they have different optimization
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objects. In this way, let v; = —v; and substituting v’ into (20),
a new model objective (P2) is formulated as

m n
P2: Minimize:z' = g E VT -
i=1 j=1

21

On one hand, we assume that one object must be allocated to
one knapsack, so that the constraint > ., z; ; < 1 becomes
Z;Zl x;; = 1. On the other hand, for each knapsack, it is
allowed to contain many objects within its capacity, so that
the new constraint 2?21 z;; > 1 is applied. Based on the
above definition, P2 is updated as:

m n
P3: Minimize:z':g E v;xm

i=1 j=1

s.t. Zm” =1, Vje[l,n]
i=1

n
1 S Z Xg,j
j=1

n
ijxi,j <g¢, Vi€ [l,m]
j=1

xz;; € {0,1}, Vie[l,m],j€[l,n] (22)

Now, reviewing the model in (4), we simplify

dis(pos(d;),pos(t;)) as V}, so that the objective in (4)

becomes:
Minimize: Z Z V;Xz'j
i€[L,| D[] j€[1,|T]

(23)

Since v;- is a fixed value and Vj is not, we let VJ2 =V, +
(Vj — V;) where the value of Vj is fixed, such that we can
decompose the objective in (4) as follows:

Minimize: Y Y V;X]

i€[1,| D] je1,|T]]

0SB SRUSRARS

i€[L,| DIl jel1,|T]

(24)
Then, the overall problem of (4) can be decomposed into

two sub-problems as follows:
P4: Minimize: Z Z V}Xf
i€[1,| D[] jE[1,|T]

s.t. Z Xij =1

i€[1,|D]]

IR ¢
JELIT]

> Hxl<d;

FE[LIT]

(1),(2),(3) (25)

P5:  Minimize: >V -vx?

i€[1,| D] je[1,|T]]

sty X/ =1

i€[1,| D]
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1< > X/

JELIT]
> Xl <d;
FELITI)

(1),(2),(3)

Observing the forms of P3 in (22) and P4 in (25), while
let the knapsack represents the drone and the item represents
the task, we can conclude that they are the same model. Since
P3 is reduced from P2 and P2 is reduced from P1, where
P1 (MKP) has already been proved to be NP-hard, so that
P4 is NP-hard naturally. It is aware that the problem of task
allocation in MDS is the combination of P4 and P5, so that
this theorem is proved. ]

(26)
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