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Abstract—Data centers hosting distributed computing systems consume huge amounts of electrical energy, contributing to high

operational costs, whereas the utilization of data centers continues to be very low. Moreover, a data center generally consists of

heterogeneous servers with different performance and energy. Failure to fully consider the heterogeneity of servers will lead to both

sub-optimal energy saving and performance. In this study, we employ game theoretic approaches to model the problem of minimizing

energy consumption as a Stackelberg game. In our model, the system monitor, who plays the role of the leader, can maximize profit by

adjusting resource provisioning, whereas scheduler agents, who act as followers, can select resources to obtain optimal performance.

In addition, we model the problem of minimizing average response time of tasks as a noncooperative game among decentralized

scheduler agents as they compete with one another in the sharing resources. Several algorithms are presented to implement the game

models. Simulation results demonstrate that the proposed technique has immense potential to improve energy efficiency under

dynamic work scenarios without compromising service level agreements.

Index Terms—Data centers, dynamic capacity provisioning, energy efficiency, game theory

Ç

1 INTRODUCTION

1.1 Motivation

LARGE data centers (DCs) as a cost-effective platform for
hosting large-scale Internet application, such as video

distribution networks, and content delivery networks etc.,
enjoy economies of scale by amortizing long-term capital
investments over a considerable number of machines. How-
ever, this DCs also incur enormous energy costs. The energy
consumption of DCs is expected to grow to 8 percent of the
global electricity supply by 2020 [1]. A 2 percent reduction
in energy cost for a few large companies (such as Akamai
Technologies) can translate to over a million dollars in cost
saving [2]. Therefore, energy efficiency in DCs has attracted
increasing interests from both the research community and
the industry. Consequently, reducing energy consumption
has become a primary concern for DC operators.

In practice, most modern DC servers are often utilized by
only approximately 10 to 50 percent on average[2]; that is,

they are rarely fully utilized during daily workloads. More-
over a distinct observation is that a server consumes at least
60 percent of its peak power when it is active, even without
serving any request. By contrast, this figure drops to only
5 W when the server is in sleep mode [1], [3]. Thus, the most
effective energy-saving strategy for DCs operators should be
to adjust the number of active machines in a DC dynamically
to reduce energy consumption while satisfying the quality of
service (QoS) requirements specified by end users via service
level agreements (SLAs). Therefore, DC operators are expect
to place some unnecessary servers in sleep or off mode to
improve the utilization of DCs when the incoming request
volume is low, such as during off-peak hours.

However, a trade-off frequently exists between energy
consumption and degraded processing performance.
Switching off servers can reduce energy consumption, but
doing so also decrease the service capacity and may conse-
quently incur high scheduling delay. To address this issue
and to promote green computing, DC resources should be
allocated to satisfy QoS for end-users while achieving high
energy savings.

In addition, DC users are naturally required to minimize
the response time for their tasks, and DC operators are
required to maximize their revenues by attracting users and
by improving resource utilization. However, achieving
these requirements is difficult in distributed systems such
as DCs, where no central authority is available to control
the allocation, whereas users or scheduler agents are free to
act in a selfish manner.

1.2 Our Contributions

In this study, we introduce the stackelberg game theoretic
approach to address aforementioned issues. Game theory
provides a natural paradigm to design decentralized mech-
anisms [27], which can help obtain an in-depth analytical
understanding of the service provisioning problem of DCs.
In our model, the scheduler agents, who act as followers

� B. Yang is with the College of Computer Science and Electronic Engineer-
ing, Hunan University, National Supercomputing Center in Changsha,
Key Laboratory for Embedded and Network Computing of Hunan Prov-
ince, Changsha 410082, China and the Department of Information and
Management of Hunan University of Finance and Economics, Changsha
410205, China. E-mail: bo_yang@hnu.edu.cn.

� Z. Li, S. Chen, and T. Wang are with the College of Computer Science and
Electronic Engineering of Hunan University, National Supercomputing
Center in Changsha, Key Laboratory for Embedded and Network Comput-
ing of Hunan Province, Changsha 410082, China. E-mail: {zhiyong.li,
chensm1987}@hnu.edu.cn, wangtao1999@foxmail.com.

� K. Li is with the College of Computer Science and Electronic Engineering,
Hunan University, National Supercomputing Center in Changsha, and
the Department of Computer Science, State University of New York, New
Paltz, NY 12561. E-mail: lik@newpaltz.edu.

Manuscript received 11 Aug. 2015; revised 31 Jan. 2016; accepted 25 Feb.
2016. Date of publication 3 Mar. 2016; date of current version 16 Nov. 2016.
Recommended for acceptance by I. Brandic.
For information on obtaining reprints of this article, please send e-mail to:
reprints@ieee.org, and reference the Digital Object Identifier below.
Digital Object Identifier no. 10.1109/TPDS.2016.2537809

3646 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 27, NO. 12, DECEMBER 2016

1045-9219� 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



who receive requirements from a set of users, can decide
which servers will process their requirements to minimize
response time. Accordingly, the provider, who act as a
leader who provisions resources to scheduler agents, can
determine how to configure its own servers to reduce
energy consumption.

We formulate the decentralized computation allocation
decision making problem among multiple scheduler agents
and one provider as a stackelberg game. The problem ana-
lyzes the limits of energy saving and strategies for configur-
ing the right set of servers that should be switched on and
off (sleep) to economize energy consumption, while main-
taining the necessary service performance for applications
use the computing resources in DCs.

In particular, we model the problem of minimizing aver-
age response time of tasks as a noncooperative game among
scheduler agents as they compete with one another in shar-
ing resources. Given the decentralized characteristics of
noncooperative game theory, the self-organizing feature of
scheduler agents can be added automatically into DCs. Con-
sequently, the heavy burden of complex centralized man-
agement can be alleviated.

In addition, a distinct observation made in this study is
that the size of users requirements fluctuates periodically
over time. Thus, the leader should adjust configuration to
react to such changes to realize energy- performance trade-
off. To address this problem, an algorithm is proposed for
the leader to determine which resources to switch on or off
while simultaneously ensuring that their customers will
receive acceptable QoS. In particular, we convert the prob-
lem into a binary programming problem to obtain the list of
the optimal resource configurations for various load rate
conditions in a DC. According to our approaches, the pro-
vider only aims to retrieve the right configurations from the
stored list depending on the current load rate, rather than
solve the problem directly again during runtime. The
results of the simulated experiments demonstrate that our
approaches are effective and efficient.

The rest of this paper is organized as follows. We first
discuss related works in Section 2, and then introduce the
system model in Section 3. We provide the formulation of
the resource allocation problem and present the detailed
description of the proposed algorithms in Sections 4 and 5,
respectively. We discuss the simulation results that demon-
strate the effectiveness of our approach in Section 6. Finally
conclusions are drawn in Section 7.

2 RELATED WORKS

According to Moore’s law, power consumption in computer
systems has increased at an exponential rate for decades.
The increasing energy consumption will cause severe eco-
nomic, ecological, environmental, and technical problems.
Developing high-performance and energy-efficient comput-
ing systems and DCs has gained increasing interest and
importance.

Intuitively, the operator would provision less server or
network resources to save power. In practice, however, a
trade-off exists between energy saving and scheduling
delay. Considering this trade-off, numerous studies on
strategies or enabling technologies that aim to optimize

power-performance tradeoff have been conducted, and an
explosively growing body of literature has been developed
for energy-efficient computing [3], [4], [5], [6], [7].

In recent years, numerous dynamic capacity provision-
ing (DCP) schemes, which actively or passively adapt the
provisioning of servers based on current or predicted future
loads, have been widely utilized in the power-performance
trade-off of DCs. Loads can be typically consolidated to
fewer servers during off-peak hours, and unused servers
can be temporarily disabled by conducting specific actions,
such as entering sleep mode. In [8], [9], [10], [11], [12] , such
strategies were adopted to reduce power consumption. [8],
[9] proposed a set of heuristics that aimed to conserver
power by dynamically reallocating virtual machines (VM)
and switching off idle ones. Decisions were made according
to a set of fixed thresholds that indicated VM utilization. the
authors exploited request admission control and bounds on
CPU utilizations to prevent SLA from being violated. In
[11], Xiao et al. presented a system that used virtualization
technology to allocate DC resources dynamically based on
application demands by optimizing the number of servers
used. They also designed a load predictive algorithm that
could accurately capture future resource usages of applica-
tions without looking inside VMs. Following the same line
of research, [10], [12] devised online control algorithms
based on predictive technology and then dynamically
adjusted the number of machines to minimize total energy
consumption and scheduling delay according to the predic-
tive results at runtime. Their works have generally focused
on predicting the future request of an end-user, and on
using centralized strategies to implement the allocation of
incoming content requests and turning machines on and
off. These previous studies have achieved significant prog-
ress in improving DC energy efficiency. However they
increase the complexity of the resource management of DCs
because of the centralized nature of control algorithms that
have been adopted in DCs. Furthermore, these studies have
given minimal attention on efficiently allocating workload
among DC servers to achieve optimal resource utilization,
and consequently, minimize mean response time while
reducing energy consumption.

Among studies on saving power, the dynamic voltage
and frequency scaling (DVFS) technology has played an
important role in power management schemes for DCs.
Technology is capable of dynamically adjusting the operat-
ing voltage or frequency of a CPU according to its load with
respect to a number of discrete operating points. In this
manner, the power consumption of a CPU will change
according to its load. Numerous studies on DVFS in DCs
are available [1], [3], [4], [13], [14], [15]. For example, the
authors of [13], [14], [15] explored power-performance
tradeoff by fixing one factor and minimizing another, from
the perspective of optimal load distribution, that is, power-
constrained performance optimization and performance-
constrained power optimization across DCs. However, such
technologies have two major drawbacks. First, they are
designed to remain at the component level, such as, an indi-
vidual CPU or a cooling fan. However, CPUs no longer
dominate server power consumption like they used to.
Hence, the effectiveness of DVFS has decreased. Second,
although they introduce partial energy proportionality to
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the servers, the idle power consumption of a DVFS-enabled
server remains considerably higher than the value when the
server is in sleep mode [1], [3], [5].

To overcome the aforementioned drawbacks, dynamic
provisioning, request management and DVFS have been
jointly employed [16], [17], [18], [19], [20]. These schemes
follow similar power saving strategies. Future load is ini-
tially estimated, and then the servers are dynamically
provisioned. Accordingly, minimal yet sufficient amounts
of servers are activated to process the presented requests,
whereas the remaining ones are either turned off or put
in sleep mode. Meanwhile, requests are consolidated and
mapped onto DVFS-enabled active servers. Although
these schemes exhibited significant improvements in sav-
ing energy, they still gave insufficient focus on processing
performance.

Recently, game theoretic approaches which are emp-
loyed to manage DC resources, have gained increasing
attention in both the industrial world and the academe. The
authors of [21], [22], [23], [24] formulated the load balancing
problem in heterogeneous distributed systems as a nonco-
operative game or cooperative game among users. Several
mechanisms based on game theory were employed to bal-
ance the loads of the distributed systems and to minimize
the response time. [25] formulated the resource allocation
game under the proportional-share mechanism and studied
the efficiency and fairness of the equilibrium in this game.
Evidently, these schemes focus on improving processing
performance or efficiency without considering energy con-
sumption. In [26], Le�on et al. modeled the problem of mini-
mizing energy consumption while allocating resources to
networked applications as a Stackelberg leadership game in
DCs. They also developed strategies for determining the
right set of computing nodes that should be switched on
and off to minimize energy consumption, while maintain-
ing the right level of service. Their scheme considered the
trade-off between workload allocation efficiency and energy
consumption, and adopted the decentralized allocation
strategy to alleviate the burden of system management.
However their scheme disregarded the heterogeneity of
performance-energy trade-off in servers and overall proc-
essing performance in DCs.

Bi-level programming was originally described as a
Stackelberg game [34], [40] and was later generalized by
several researchers. An important feature of this game is
the hierarchical relationship between two autonomous,
and possibly conflicting, decision makers. To date, the
Stackelberg game has been extensively studied and
adopted in various fields, such as in congestion control,
revenue maximization, network design, and cooperative
transmission [35], [36], [37], [38], [39], [41]. These fields
employed a noncooperative or a cooperative game
framework among followers according to the selfish
interests of individual followers, which reach Nash equi-
librium relative to the strategy of the leader. In this man-
ner, a multi-agent system can be granted a degree of
autonomy which helps improve reliability and reduce
the complexity of centralized management in practice.
From the preceding discussions, the Stackelberg game
appears appropriate for resource management and opti-
mization in DCs.

3 SYSTEM MODEL

We introduce the system model in this section. For the con-
venience of the readers, the major notations used in this
paper are listed in Table 1.

3.1 DC Model

Following previous works, decentralized strategies were
adopted in our model to improve the reliability of the sys-
tem and to prevent access bottleneck. In such manner, when
failures arise on an access point, other normal access points
can also provide services to users. As shown in the Fig. 1, in
DCs, there are a set of heterogeneous servers connected by
an underlying communication network.

We assume that the system consists of some users, n
scheduler agents, m servers and a system monitor. The set
of scheduler agents is denoted by a vector A ¼ fA1; A2; . . . ;
Ang. The set of servers is denoted by a vector
N ¼ fN1; N2; . . . ; Nmg. Without losing generality, the num-
ber of users will more than the number of scheduler agents
in the system.

With the preceding classification, we can model a DC
using the hierarchical relationship between users, scheduler
agents, and system monitor. Each user may send tasks to a
scheduler agent or to more than one scheduler for process-
ing. Meanwhile, a scheduler agent receives tasks from a set
of users and decides which servers will process these tasks.
The system monitor responds to perform the provisioning
of service by turning the servers on and off in DC. The mon-
itor also periodically releases the information of each server
to scheduler agents, and thus, scheduler agents can decide
which servers will execute their tasks, while minimizing
response time.

TABLE 1
Notations

Symbol Meaning

A Set of scheduler agents
N Set of severs
n Number of scheduler agents
m Number of servers
i Subscript of scheduler agents
j Subscript of servers
Ai Scheduler agent i
Nj Server j

�i Average arrival rate at scheduler agent i
�j Average arrival rate at server j

� Total arrival rate of tasks
mj Average process rate at server j

mi
j

Available serving rates of server j for scheduler agent i

rij Probability of scheduler agent i to dispatch a task to server j

ri Assigned probability vector of scheduler agent i

pbusy Dynamic power of server

pidle Static power of server

Pj Utilization power of server j

bj Utilization of server j

TQoS QoS negotiated between users and operator

a Energy price
g Partition granularity of the aggregate power of the system
bj State of server j, 1 is active, and 0 is off or sleep

k Fraction of the total power partitioned by g

l Available number of the servers
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Workload heterogeneity can significantly affect on
resource allocation decisions. Hence, numerous studies [7],
[42], [44], [45] have discussed the problem from different
perspectives. Similar to literature [13], [14], [43], [45], we
use the exponential distribution function to model the ser-
vice time of user tasks. Each user generates tasks in terms of
a Poisson process and independently of other users. The
task execution requirements (measured by the number of
instructions to be executed) are independent and identically
distributed (i.i.d.) exponential random variables r with
mean r . Each server is modeled as an M=M=1 queuing sys-
tem and maintains a queue with infinite capacity for waiting
tasks. The first-come-first-served queuing discipline is
adopted. A server has execution speed s (measured by the
number of instructions executed in one unit of time), and
the execution times on the server are i.i.d. exponential ran-
dom variables x ¼ r=s with mean x ¼ r=s. Hence, the aver-
age service rate of the server, that is, the average number of
service requests can be completed by the server in one unit
of time, and can be denoted by m ¼ 1=x.

Let �j denote the arrival rate being sent by scheduler
agents at server j that executes the tasks at an average ser-
vice rate mj. According to Little’s law, the expected response

time at server j is denoted by lð�jÞ and given by

lð�jÞ ¼ 1

mj � �j
: (1)

For stability, we generally use the condition in which
tasks must not be generated faster than the system can pro-
cess them. Therefore, the inequality

Pm
j¼1 �j <

Pm
j¼1 mj

must hold; otherwise, the queues at the servers will build
up to infinity and the expected response time will be
infinite.

Notably, the service time of the tasks with general distri-
butions is considered, and thus, the M=G=1 queuing model
is appropriate for those tasks. However, a simple closed-
form solution for theM=G=1 that will help us to understand
the effect of task size variability on mean response time
remains unavailable [46].

3.2 Power Model

Ideally, the power consumption of a server should be pro-
portional to its workload to realize power saving. That is,
no power should be consumed by an idle server. However,
such an objective remains theoretical because the current
trend in performance-driven hardware design is the oppo-
site; difficulties are expected in convincing hardware ven-
dors to shift to energy-driven design.

In a DC, the energy curve of a server can be characterized
in terms of server workload by

P ¼ pidle þ bpbusy; (2)

where b is the utilization of a server, and its value is the
ratio of the number of tasks accepted and the processing

capacity at a server; b is formulated by b ¼ �=m. pidle repre-
sents the static power of a server, and is a fixed cost in main-
taining a server that is powered on and ready to perform

work; and pbusy is the dynamic fraction of the power con-
sumed when a server is fully utilized.

From the previous representations, several technologies
or strategies, such as DVFS and DCP, are employed to
reduce energy consumption in DCs. However, given that
idle power consumption is still existent, only partial energy
proportional is delivered with such technologies. From this
fact, idle consumption is not negligible in DCs.

Hence we argue that high saving can be achieved in
large-scale infrastructure if we consider the dynamic provi-
sioning problem of servers with the scheduling decisions
based on the current or predicted future workload.

4 ALLOCATION STRATEGY OF SCHEDULER AGENT

Following the discussion in previous sections, the scheduler
agents are regarded as the followers who respond to accom-
modate the tasks generated by users. Without losing gener-
ality, all the scheduler agents are considered selfish
individuals, and the strategies they used are intended to
maximize their own utility. In such cases, the problem faced
by scheduler agent Ai is to decide on how to assign tasks to
the servers such that each server will operate optimally.

4.1 Task Allocation Formulation

Given that the decentralized strategy is adopted in our
model, we assume that each scheduler agent distribute its
tasks to the servers independently depending on a probabil-
ity profile. Thus agent Ai should find probability rij
assigned tasks to server j to minimize the expected execu-
tion time of its tasks. The probability of agent Ai is denoted
by vector ri ¼ fri1;ri2; . . . ; rimg, and

Pm
j¼1 rij ¼ 1. We

assume that the arrival rate of scheduler agent Ai is denoted
by �i. Once rij is determined, scheduler agent i will send

tasks to server j at a rate �ij given by �ij ¼ �irij; that is, the

rate that is equal to the aggregated tasks of scheduler agent
Ai multiplied by the allocation probability for server j.
Moreover, the available processing capacity of each server

for scheduler agent Ai is denoted by vector Si ¼ fmi
1;

mi
2; . . . ;m

i
mg, where mi

j ¼ mj �
Pn

k¼1;k6¼i rkj�k indicates the

available processing rate at server j for scheduler agent i .
Hence, the overall expected responded time at scheduler

agent Ai is given by

Fig. 1. DC model.
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T ðriÞ ¼
Xm
j¼1

rij

ðmi
j � rij�iÞ: (3)

Under the previous assumption, scheduler agents are
selfish and contest the sharing of computation resources
provisioned by the system monitor. The decision of sched-
uler agent Ai depends on the strategy profile of other sched-
uler agents, and thus, we formulate the preceding problem
as a decentralized game among scheduler agents. The vec-
tor r ¼ fr1; r2; . . . ; rng is called the strategy profile of the
task allocation game.

Definition 4.1. The decentralized tasks allocation game is com-
posed of a set of players, a set of strategies, and the best
response over a set of strategy profiles:

1) Players: n scheduler agents.
2) Strategies: feasible tasks allocation strategies of each

scheduler agent.
3) Best response: each scheduler agent prefers strategy

profile r to strategy profile r0 if and only if
T ðrÞ < T ðr0Þ.

Evidently, the most commonly used solution concept for
such games is that of the Nash equilibrium that we consider
in this study.

Definition 4.2. A strategy profile is a Nash equilibrium of the
decentralized task allocation game if no player at equilibrium
r� can further reduce its overall response time by unilaterally
changing its strategy; that is,

T ðr�i ; r��iÞ < T ðri; r��iÞ:

The Nash equilibrium has a beneficial self-stability prop-
erty, such that the scheduler agents at equilibrium can
achieve a mutually satisfactory solution and no agent has
the incentive to deviate. Furthermore, given that the overall
expected response time functions are continuous, convex
and increasing, a unique Nash equilibrium exists in our
task allocation game [28].

In summary, all the scheduler agents play the best
response strategies toward one another at the Nash equilib-
rium. Accordingly, the overall expected responded time is
minimized. Hence, given a set of the available processing
rates at each server, the best response of an agent is to find
the distributed probability of a set of tasks. In particular, the
best response is the solution for the following optimization
problem (labeled P1):

Minimize T ðriÞ ¼
Xm
j¼1

rij�
mi
j � rij�i

�; (4)

subject to the constraints

Xm

j¼1 rij ¼ 1; (5)

rij � 0; (6)

Xn

i¼1 rij�i < mj: (7)

Equation (5) represents the conservation constraint,
which ensures that the sum of tasks assigned to each server
by scheduler agent Ai is equal to its total tasks arriving

within a tasks allocation period. Constraint (6) assures that
the distribution probability of all tasks always satisfies non-
negativity. Finally, Constraint (7) guarantees the stability of
servers, given that the response time of the tasks queuing to
run will be infinite if the available processing rate is lower
than the arrival rate at a server according to queuing theory.

4.2 Follower Best Response Algorithm

In this study, we assume that the Constraint (7) is always
satisfied at the Nash equilibrium because the total arrival
rate does not exceed the total processing rate of the system.
Accordingly, Constraint (7) can be ignored. Constraints (5)
and (6) have continuous first partial derivatives and T ðriÞ is
a convex function in rij. This information implies that the

first-order Kuhn-Tucker conditions are necessary and suffi-
cient for optimality. Hence, problem P1 can be translated
into a Lagrangian with Lagrange multipliers and can be
deduced toward the optimal solution.

In [21], an algorithm called BEST-REPLY was presented
to address similar problems efficiently. In our work, we
directly use this algorithm to compute the best response of a
follower. For the convenience of the readers, the complete
details of the algorithm are provided (labeled Algorithm 1
in this paper).

Algorithm 1. BEST-REPLY(Si, �i)[21]: the best response
algorithm for scheduler agent i

Require:
Available serving rates of each server for scheduler agent i:

Si ¼ fmi
1;m

i
2; . . . ;m

i
mg:

The total tasks arrival rate of scheduler agent i: �i.
Ensure:
fri1;ri2 . . . ; rimg, the tasks allocation probability of sched-
uler agent i.

1: Sort the servers in decreasing order of their available proc-
essing rates, mi

1 � mi
2 � � � � � mi

m.
2: k m
3: while ðPk�1

j¼1 m
i
j � �iÞ

. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPk�1
j¼1 m

i
j

q
�

ffiffiffiffiffiffi
mi
k

q
do

4: k k� 1
5: end while
6: t ðPk

j¼1 m
i
j � �iÞ

. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPk
j¼1 m

i
j

q
7: for j ¼ 1 to m do
8: if j � k then
9: rij  ðmi

j � t
ffiffiffiffiffi
mi
j

q
Þ
.
�i

10: else
11: rij  0
12: end if
13: end for
14: return fri1;ri2 . . . ; rimg

In our work, the Algorithm 1 is distributed in the sense
that each scheduler agent searches the set of distribution
probability that minimizes the overall response time, when
the number of servers provisioned by the system monitor
has been determined. Following an iterative process of
updating the vector of the distribution probability, the pre-
ceding algorithm will converge to an efficient equilibrium,
and then the optimal distribution probability set of each
scheduler agent can be obtained. In this manner, we can
draw an effective conclusion, which is described in the fol-
lowing paragraphs.
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Theorem 4.1. At equilibrium, servers to which tasks are assigned
to be executed will have the same average response time if each
scheduler agent uses the Algorithm 1 to distribute tasks on the
servers.

Proof. Let u � 0; hj � 0; j ¼ 1; 2; . . . ;m denote the
Lagrange multipliers. The Lagrangian of problem P1 is
given as follows:

Lðri1; . . . ; rim; u; h1; . . . ; hmÞ

¼
Xm
j¼1

rij

ðmi
j � rij�iÞ � uð

Xm

j¼1 rij � 1Þ �
Xm

j¼1 hjrij:

The first-order Kuhn-Tucker conditions and constraints are
given as follows:

@L=@rij ¼
mi
j

ðmi
j � rij�iÞ2

� u � hj ¼ 0;

subject to the constraints

@L=@u ¼
Xm

j¼1 rij � 1 ¼ 0;

hjrij ¼ 0; hj � rij � 0; j ¼ 1; . . . ;m:

Hence, the following result can be achieved with respect to
Lagrange multiplier u:

mi
j�

mi
j � rij�i

�2 ¼ u; if rij > 0
� u; if rij ¼ 0:

�

The first item on the left side of the preceding expression
is the first partial derivative of Equation (3) for rij. This item
implies that each scheduler agent has the same marginal
value on machines where all scheduler agents place tasks
but has higher marginal value on machines where all sched-
uler agents do not distributed any tasks at equilibrium. The

aforementioned expression will be 1=mi
j if rij ¼ 0; that is,

the available processing rate mi
j ¼ mj �

Pn
k¼1;k6¼i rkj�k at

server j for scheduler agent i is equal to the reciprocal of the
response time of server j before scheduler agent i assign
any task to server j. Therefore, by intuitively considering
Algorithm 1, the server with higher available processing
rate will have the priority to be assigned tasks until its avail-
able processing rate is lower than that of the others. Conse-
quently, servers that are assigned with tasks will provision
the same available processing rate for any scheduler agent;
that is, they will have the same average response time (not
exceeding constant u) when the system reaches equilibrium.

This remark completes the proof.

5 ENERGY MANAGEMENT OF DCS

In our model, the system monitor is regarded as the leader
who has the privilege to move first and is expected to maxi-
mize its profit by operating DCs to provision computation
service for users. Evidently, reducing energy consumption
can improve the profit of the leader. Hence, the system
monitor can consider a resources provisioning strategy that

utilizes the fewest servers to guarantee the SLA while put-
ting the unused ones to sleep or off mode.

5.1 Energy Optimization Formulation

With the improvement of the management level of DCs,
energy consumption will occupy a higher proportion of the
entire operating cost of DC. Hence, the energy saving is
the chief objective considered by us, whereas other factors
are disregarded. The primary difficulty of the system moni-
tor is how to determine which resources should be switched
on and off while provisioning an acceptable QoS to their
customers. In particular, the challenge is finding the solu-
tion for the following optimization problem:

MaximizeP ðb1; b2; . . . ; bmÞ
¼ rev�

Xm

j¼1 abj
�
Pidle
j þ bjP

busy
j

�
;

(8)

where rev denotes the total revenue of the system; a is the
per unit price of energy; and bj is a binary variable, which
indicates the status of the jth server. Notably, a value of 1
indicates “on”, whereas other value indicates “off”.

From theorem 1, we learn that the average response times
of the available servers are ideally the same. In addition, the
utilization of these servers will be increased as much as pos-
sible by the provider unless their response time exceeds the
acceptable QoS to reduce energy consumption. In particular,
the average response time of each available server approxi-
mates TQoS ¼ 1=ðmj � �jÞ in extreme cases. Thus the arrival
rate in server j is decided by �j ¼ mj � 1=TQoS , the utilization

of the server can be deduced as

bj ¼
�j

mj

¼ mj � 1
�
TQoS

mj

¼ 1� 1

mjTQoS
: (9)

We also learn that the per unit price of energy a is a con-
stant and the revenue of the system is fixed because the
expected number of arrival tasks are constant during a run-
ning period. Hence, the problem can be translated into
deciding the value of each bj. that is, the problem is to select
which servers to run to maximize profit while maintaining
SLA. This problem can be formulated by the following opti-
mization equation (labeled P2):

Minimize P ðb1; b2; . . . ; bmÞ ¼
Xm

j¼1 bj
�
Pidle
j þ bjP

busy
j

�
;

(10)

subject to the constraints:

lð�jÞ � TQoS; 8j 2 f1; 2; . . . ;mg; (11)

bj 2 f0; 1g; 8j 2 f1; 2; . . . ;mg: (12)

The performance guarantee for users is set by these con-
straints, which promise that the QoS approved by users and
DC operator are not violated.

5.2 Energy Optimization Algorithm

The processing rate and power of all the servers in a DC are
different from one another because of the heterogeneity of
their capability and performance. Hence, directly resolving
problem P2, which is an NP-hard problem, is difficult.
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However, the essence of problem P2 is to determine an
appropriate combination of servers to minimize energy con-
sumption. We are inspired by dynamic programming that
tackles similar problems. Accordingly, problem P2 can be
converted into an alternative optimization problem that
addresses the maximization of the processing rate for every
available power given by the distinct proportion of aggre-
gate power of the system. The following paragraphs pro-
vide a full representation of our routines.

First, on the basis of queuing theory, the Constraint (11)
of problem P2 can be converted into an alternative appro-
ximate representation denoted by

Pm
j¼1 bjmj � �þPm

j¼1 bj=
TQoS , where � is the total arrival rate of all the tasks. Then,
the bj in Equation (10) is substituted into Equation (9). The

constraint of problem P2 is used as the objective, and the
original objective becomes the constraint. The formulation
is presented as follows (labeled P3):

Maximize
Xm

j¼1 bjmj; (13)

subject to the constraints:

Xm

j¼1 bj P idle
j þ 1� 1

mjTQoS

� �
Pbusy
j

� �
¼ k ; (14)

k 2 1

g

Xm

j¼1 Pj;
2

g

Xm

j¼1 Pj; . . . ;
g

g

Xm

j¼1 Pj

� 	
; g 2 N; (15)

bj 2 f0; 1g; 8j 2 f1; 2; . . . ;mg; (16)

where g is the partition granularity of the aggregate utiliza-
tion power of the system, the Pj denotes the utilization
power of server j and is decided by equations (2) and (9),
and k is one of the powers partitioned by g in a DC. For
example, the aggregate utilization power is 9 and the g is
set to 3, then the possible values of k are 3, 6 and 9.

Considering that k can have different power values, g
subproblems are clearly presented in P3. That is, the objec-
tive of problem P3 is to minimize processing performance
for each given power k by determining an appropriate com-
bination of the servers. Following the dynamic program-
ming method [29], we obtain an insight into the problem, as
given by the following claim.

Claim 5.1. k�, which is the optimal value of problem P2,
exists. In problem P3, if we let k ¼ k�, then the optimal
solution fb1; b2; . . . ; bmg for problem P3 must be the opti-
mal solution for problem P2.

Inspired by this conclusion, we first solve the optimal
solution of problem P3 for each parameter k. Then, we
determine the optimal value of problem P2 in terms of
the set of optimal solutions achieved from problem P3.
In particular, we search for the least k�, which guarantees
that the optimal value of problem P3 is not lower than
�þPm

j¼1 bj=TQoS under k ¼ k�.
The 2-tuple <k; l> defines a subproblem of P3, in which

k is a given power value, and l 2 ½0;m� , indicates that the
number of available servers in this subproblem is between 0
and l. Mðk; lÞ denotes a set of machines, which is the opti-
mal solution for subproblem <k; l> . For example, if server
Nj is selected in the optimal solution of subproblem

< k; l > , then server Nj 2Mðk; lÞ and bj ¼ 1. sðk; lÞ denotes
the optimal value of subproblem < k; l > ; that is, sðk; lÞ is
the maximal processing rate for subproblem < k; l > . Con-
sequently, the relations among them are given by the fol-
lowing descriptions.

If Pj � k, Mðk� Pj; l� 1Þ, is an available solution and
sðk; l� 1Þ < sðk� Pj; l� 1Þ þ mj, then

Mðk; lÞ ¼Mðk� Pj; l� 1Þ [ fNjg;
otherwise,

Mðk; lÞ ¼Mðk; l� 1Þ:
The detailed procedure for solving the subpro-

blems is summarized by Algorithm 2 who is called
LeaderBestResponseðLBRÞ.

Algorithm 2. LeaderBestResponse(P , m): Leader’s best
response algorithm

Require:
Serving rates of each server: m ¼ fm1;m2; . . . ;mmg.
The utilization power of each server: P ¼ fP1; P2; . . . ; Pmg.

Ensure:
the set of solution of all sub problems:M.
the optimal value of all sub problems: s.

1: M  f ; s 0
2: g  power partition granularity
3: Power Pm

j¼1 Pj

4: for j ¼ 1 to m do
5: k Pj

6: while k � Power do
7: if sðk; j� 1Þ < sðk� Pj; j� 1Þ þ mj then
8: sðk; jÞ  sðk� Pj; j� 1Þ þ mj

9: Mðk; jÞ  Mðk� Pj; j� 1Þ [ fNjg
10: else
11: sðk; jÞ  sðk; j� 1Þ
12: Mðk; lÞ  Mðk; l� 1Þ
13: end if
14: end while
15: k kþ Power=g
16: end for
17: returnM; s

The computation complexity of this algorithm is OðmgÞ.
Hence, the overhead of this algorithm is acceptable. After
executing this algorithm, two results can be obtained. One
is M, which comprises the optimal configuration of all the
subproblems; and the other is s, which consists of the opti-
mal value of all the subproblems.

5.3 Stackelberg Game Algorithm

As mentioned earlier, the result of executing the LBR algo-
rithm is only influenced by power and the available proc-
essing rate of each server in a DC. Moreover, the operators
cannot frequently change the physical structure of DCs;
otherwise they will have no capability to receive any ben-
efit from their investments. Therefore, the LBR algorithm
does not need to be executed repeatedly. This algorithm
will only need to be executed again when the physical
composition of the system is changed to update the opti-
mal solution and the value. Hence, the result of the algo-
rithm can be stored in a disk after completing the update.
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The system monitor aims to retrieve only the result list of
the algorithm to determine the optimal solution during
runtime.

After obtaining the optimal result of each subproblem,
the next step is to decide which solution of which subprob-
lem is the best configuration scheme under the current oper-
ating environment. When the previous steps have all been
completed, the leader advertises its optimal configuration
to all its followers. Sequentially, the followers employ the
Algorithm 1 to distribute their tasks according to the infor-
mation. Algorithm 3 summarizes the tasks allocation pro-
cess between the leader and the followers through the
stackelberg game approach.

Algorithm 3. Stackelberggame(P , m)

Require:
Serving rates of each server: m ¼ fm1;m2; . . . ;mmg.
The utilization power of each server: P ¼ fP1; P2; . . . ; Pmg.
The appointed average responsible time: TQoS .

1: M; s LeaderBestResponseðP;mÞ
2: Obtain the aggregate arrival rates of all tasks: �
3: Power Pm

j¼1 Pj

4: k Power=g
5: num Mðk;mÞj j the number of servers
6: while sðk;mÞ � �þ num=TQoS do
7: k kþ Power=g
8: num Mðk;mÞj j the number of servers
9: end while
10: Configure the system byMðk;mÞ and advertise those infor-

mation to all scheduler agents
11: repeat
12: for all scheduler agent i do
13: Obtain Sifmi

1;m
i
2; . . . ;m

i
mg by inspecting

each machine ðmi
j  mj �

Pn
k¼1;k 6¼i rkj�kÞ

14: ri  BEST �REPLY ðSi; �iÞ
15: Set the tasks assigned probability of scheduler agent i

by ri
16: end for
17: until convergence

Once given the overall arrival rate of tasks and the maxi-
mum average response time negotiated by the users and the
provider in a DC, the optimal configuration scheme of the
system can be derived by retrieving the result list of
the LBR algorithm. Then the servers that are out of the
scheme will be put in off or sleep mode to reduce the energy
consumption of the system. The overhead of Algorithm 3
mainly focuses on the computation of the distribution prob-
ability, which is the allocation strategy profile determined
by scheduler agents for the tasks received from users.
Therefore, considering the external loop, the computation
complexity of the StackelbergGame algorithm is Oðnmlog ðmÞÞ.
After several iterations, this algorithm will converge to an
efficient equilibrium, and then terminates.

In general, the arrival rate of tasks can fluctuate over
time, so we need to employ a suitable prediction model to
forecast the future requirement. Some predicting models,
such as the autoregressive model and the autoregressive
integrated moving average model have been demonstrated
to be effective in predicting workload arrival rate [12], [30].
Accordingly, the models can be adopted to predict the

workload arrival rate. Furthermore, we ignore the cost in
time of moving tasks between servers. Recent studies [31],
[32] on live migration in several VMs exhibit migration
latencies at the millisecond level, which supports our deci-
sion to disregard this cost.

5.4 Example

To help understand our methods, an example is presented
in this section. We assume that the appointed average
response time TQoS is less than 0.5 time unit. Let 3-tuple
G ¼< c; p; q > define a group in which servers have same
parameters c , p, and q, which denotes the service rate, utili-
zation power and quantity of servers, respectively. We
assume that four available groups exist: G1 ¼<15; 4; 2> ;
G2 ¼<25; 4; 2> ;G3 ¼<10; 2; 2> , and G4 ¼<30; 4; 2> .
Therefore, the aggregate processing capability is 160 units,
and the total utilization power and number of servers is 28
units and 8, respectively. The partition granularity g is set
to 14.

The executing results of Algorithm 2 in case the afore-
mentioned parameters are used are provided in Fig. 2. In
Fig. 2a, the first row represents available server combina-
tions, in which the server is jointed with the system to provi-
sion service for the users in turn. The first column denotes
the available power divided by the partition granularity g;
and each cell of the other columns denotes an optimal value
sðk; lÞ, which corresponds a given power k and the number
of available servers l. In the last column, the available

Fig. 2. Example for our methods.
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servers are set to {2,2,2,2}, which implies that all the servers
are available and that each cell of the column highlighted in
green denotes a final optimal value associated with a given
power. For example, when a given power k is 24 or 12, the
maximal service capabilities provisioned by the system are
145 and 85, respectively.

Similarly, Fig. 2b represents the optimal solutions Mðk; lÞ
under different given power k and the number of available
servers l with Algorithm 2. The last column highlighted in
green describes the optimal solution in the case of all servers
being available; that is, this column records final provisioning
strategies. For example, when a given power k is 24 or 12, the
optimal combinations of the servers provisioned by the
system are Mð24; 8Þ ¼ f2; 2; 1; 2g and Mð12; 8Þ ¼ f0; 1; 0; 2g,
respectively.

In the following, the Algorithm 3 is performed using
the results of Algorithm 2. We assume that the aggregate
arrival rate of tasks is 100 units. Accordingly Algorithm
3 can determine that the optimal solution is Mð16; 8Þ ¼
f0; 2; 0; 2g because sð16; 8Þ ¼ 110 depending on the results
of Algorithm 2 is exactly higher than �þ jMð16; 8Þj=
TQoS ¼ 100þ 4=0:5. Then the system monitor configures
the system through Mð16; 8Þ. Tasks executed on the serv-
ers that will be set to sleep mode or will be turned off
are migrated to other servers that are kept active in the
next period. Then, the scheduler agents can obtain the
information of available servers advertised by the system
monitor and can distribute their tasks on the servers
using Algorithm 1.

6 EVALUATION

In this section, we evaluate the performance of our methods
under various scenarios and compare it with alternative
approaches.

6.1 Configurations

While performing our experiment on a large-scale real-life
DC, several servers will be switched on or off over time.
Consequently, uncertain risks that may result in the instabil-
ity and may cause enormous economic losses for both pro-
vider and other users are present. Therefore, we simulate a
heterogeneous DC composed of a mixture of servers from
multiple manufacturers and models in our experiments.
Their parameters are elaborated as follows.

The system consists of 1250 simulated servers that reflect
the characteristics of four types of servers: QuantaGrid
D51B-2U, NEC Express5800, IBM x3755 M3, and Dell
PowerEdge R610. The parameters of these servers are
obtained from the SPECpower_ssj2008 benchmark, which is
available to the public through the Standard Performance
Evaluation Corporation website [33]. These machines are
manufactured by various enterprises using different tech-
nologies in the last five years.

We present the characteristics of the simulated servers in
Table 2. The five sets of parameters of the servers are listed
in this table. The second column provides the processing
rate of the simulated servers. The third column shows the
idle power of the servers. The forth column indicates the
full power as the server runs under full utilization. The last
column provides the number of each type of server. A sub-
stantial difference exists in the ratio of the energy to the per-
formance of each servers. Fig. 3 shows energy consumption
as a function of server usage. It illustrates the importance of
considering machine heterogeneity when scheduling tasks
to reduce energy consumption.

A total of 12 scheduler agents are present in the system.
The total load rate � is determined by the product of the sys-
tem utilization and the aggregate processing rate of the sys-
tem, i.e., the 60 percent total load rate means that the
utilization of the system is 60 percent. The arrival rate of
each scheduler agent is equal to the product of the scaling
factor fi and the total load rate �. It is denoted with
�i ¼ �fi, where the scaling factors fi are provided in
Table 3.

In our evaluation experiments, the partition granularity
of power g is decided by

Xm

j¼1 Pj=5
l m

;

where 5 is the approximate value of the GCD of the utiliza-
tion power of the four types of servers. In addition, our
method is labeled as STG, and several other methods are
implemented for comparison, as follows: (1) a none power-
aware algorithm (called NPA), which turns on all the serv-
ers during runtime and assigns tasks to each server in pro-
portion to its processing rate, is primarily used as a lower
bound for energy saving; (2) the DVFS method discussed in
[13], [14] (called DVFS); (3) the DCP scheme shown in [10],
[11] (denoted as DCP), which always provides machines in
a greedy manner by turning them on in descending order of

TABLE 2
Servers Configurations

Model Service rate
(tasks/s)

Idle power
(watts)

Full power
(watts)

Num of
machines

Type1 82 49.6 272 100
Type2 10 15.9 45.1 500
Type3 57 122 580 150
Type4 14 63.2 236 500

Fig. 3. Server energy consumption.

TABLE 3
Scaling factors fi for Each Scheduler Agent

schedule agents 1 2-3 4-6 7-10 11-12
fi 0.2 0.12 0.02 0.1 0.5
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energy efficiency (e.g., always turning on Type1 machines
first). To simplify the evaluation, we ignore uncompleted
tasks and communication delays in the system while mak-
ing decisions.

6.2 Effect of Load Rate

An important issue is the influence of load rate on energy
saving. To study this issue we vary the total load rate of the
system from 10 to 90 percent on a simulated heterogeneous
distributed system. Then, we perform experiments to mea-
sure the effect of energy consumption with NPA, DVFS,
DCP, and STG. In the experiment, the parameters of the
simulated servers are provided by previous configurations,
and the maximal average response time is set to 280 ms. For
easy comparison, we set the evaluation metric of energy
saving as the ratio of the actual power consumption
between these schemes and the NPA scheme. this ratio is
characterized by

1� Pactual=PNPA;

where the Pactual represents the actual power consump-
tion of each scheme, and the PNPA is viewed as the bench-
mark power consumed by NPA scheme, thus the higher
value means more energy saving.

The Fig. 4 shows the results of the experiment, when the
load rate of the system is varied from 10 to 90 percent. As
expected, given that all the servers are active under the
NPA scheme, this scheme incurs the highest energy cost,
and can be regarded as the baseline algorithm. In addi-
tional, the DCP scheme which provisions resources with
respect to the current requirements, is similar to our
scheme. Hence, the results of the two schemes are close in
the experiment. However, the Fig. 4 illustrates that our
method is superior to the DCP scheme, primarily because
DCP does not optimize the supply combination of the serv-
ers and tasks allocation.

The results presented in the Fig. 4 indicate that DVFS
technology can also reduce energy consumption. However,
because of the existence of static power, the energy-saving
effect of this scheme can only achieve half of the perfor-
mance of our method at low utilization (load rates range
from 10 to 40 percent). Furthermore, when the load rate of
the system is higher than 70 percent, more servers are
employed to provision service for users to prevent violating

the SLA. Therefore, fewer machines can be scaled and the
effect of the energy saving gradually narrows down among
the four schemes.

6.3 Effect of Average Response Time

Intuitively, in order to promote the performance of the sys-
tem, the operator has to provision more machines or scale
up the voltage or frequency of machines to reduce the aver-
age response time of tasks. However, the reduction of the
average response time of the tasks and energy saving is con-
flicting. Therefore, we explore the relationship between
energy saving and the average response time in the four
scheduling schemes in the section.

In this experiment, the parameters of the simulated serv-
ers are the same as those in the previous experiment, and
the load rate of the system is given at 50 percent of the total
processing capacity of the system. Fig. 5 shows the power
requirement for different schemes at three levels of the aver-
age response time: 280, 240, and 200 ms. Notably, the four
schemes always satisfy the average response time in the
three levels. The plot shows the NPA scheme yields almost
the same consumption power at three levels of the average
response times. The main reason is that NPA always turns
on all the servers to provision service for users without any
power-aware strategy.

The results presented in Fig. 5 show that the consumption
power of the STG, DCP, and DVFS schemes increases with
the decrease in average response time. This means that the
three schemes supply more computation capacity with the
increasing demands of users. Essentially, they only provision
so those minimal yet sufficient service rates to prevent the
negotiated SLAs from violating for the minimization of
energy consumption.

To a certain extent, the strategies of STG and DCP are
similar; that is, they generally consolidate the workload to
fewer servers, and then put the unused servers in sleep or
off mode. However, the STG scheme significantly outper-
forms DCP and DVFS in our evaluation. Using STG scheme
the consumption power is less than using other schemes in
all levels of the average response times. The main reason for
this result is that STG scheme distributes the tasks with the
aid of Algorithm 1, which can achieve the approximate opti-
mal average response time using less number of machines.
Futhermore, given that the STG scheme combines machines
with Algorithm 2, its energy consumption is less than that
of DCP while maintaining the same average response time.

Fig. 4. Ratio of energy saving versus load rate.

Fig. 5. Average response time versus energy.
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6.4 Effect of Dynamic Load

To validate and evaluate our method further, the statistical
data of the actual workload trace are drawn from the China
National Supercomputer Center in Changsha. By analyzing
and normalizing the statistical data, the final results that
reflect the periodic fluctuation of the workload at the center
are presented in Fig. 6. In this figure, the maximum load
rate is approximated to be 80 percent of the service capacity
of the cluster. In this section, we examine the dynamic capa-
bility of the four schemes under the simulated situation pre-
sented in Fig. 6.

Without losing generality, we assume that the computa-
tional resources of the system always satisfy the require-
ment of the users, and the overall workload of the system
also varies periodically in our experiment environment. In
addition, the maximum average response time is set to
280 ms. In order to facilitate comparison, we disregard the
delays of turning servers on and of the predicting strategies
for load fluctuations when using the DCP and STG schemes
in our simulated experiments.

In the Fig. 7, the average response time of NPA is the
shortest, and the curve of average response time of NPA
fluctuates with the change of the system load rate. The main
reason is that all the servers of the system are active and
ready to provision service for users at any time when opera-
tor employs NPA scheme that is a no power-aware strategy.

The results presents in the Fig. 7 show that the curves of
DFVS, DCP and STG are close. The experimental results just
coincide with our expectation. It reveals that the three
schemes do not supply more computation capacity than the

demands of the current workload in order to maximize
energy saving without violating the negotiated SLAs.
Hence, the computation capacity provisioning for users
exactly satisfy or approach the maximal average response
time in the schemes.

Specially, the average response time of DCP fluctuates by
the change of load rate and is less than that of DVFS and
STG when the load rate is relative lower, e.g., the load rate
is 20 percent. The reason is that DCP method prefers the
machines having higher energy-performance efficiency
without considering their power. It ignores the fact that
energy-performance efficiency only represents the perfor-
mance per unit energy rather overall processing rate.
Accordingly, the computation capacity provisioning for
users may exceed the essential demands of the current
workload because of adopting higher energy efficiency
servers having higher processing rate.

Fig. 8 shows the number of active machines used in the
STG algorithm. This algorithm always minimizes energy
costs by combining the machines having different energy
efficiencies, rather than prioritizing machines with more
energy efficiency to pick up. By contrast, to reduce the over-
all energy consumption of DC, the DCP prefers to select
more energy efficient machines. Therefore, this approach
always turns on machines in decreasing order of energy effi-
ciency. However, note that the static power of these servers
with high energy efficiency may be more than that of serv-
ers with low energy efficiency, e.g., the energy efficiency of
Type1 is superior to that of type2, but its static power is also
higher than Type1. Therefore, under the DCP approach,
energy consumption may not be the least in some cases.

Following the preceding discussions, the energy con-
sumption of STG will not exceed that of DCP when these
approaches maintain identical QOS performance. Fig. 9
shows the average energy consumption of using the four
methods. STG incurs the lowest energy costs, which corre-
spond to a 5.1 percent reduction in energy cost compared
with DCP.

6.5 Convergence of Algorithm

The number of scheduler agents can significantly influence
the convergence of our method. In this study, we also evalu-
ate the relationships between the number of scheduler
agents and the convergence of the proposed scheme. In our
evaluation, the parameters of the simulated servers are set

Fig. 6. Workload trace.

Fig. 7. Average response time.

Fig. 8. Number of machines used by STG.
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by the configurations presented in Section 6.1. We measure
the number of iterations needed to reach equilibrium for the
system with 60 percent load rate and a variable number of
scheduler agents (from 5 to 30), in which the deviation of
stopping iterations is set to " < 0:001 and the amount of ini-
tial tasks assigned on each server is proportional to their
computation capacity in our evaluation. The experimental
results show that our method exhibit similar convergence
performance with that of the method proposed in [21]. This
similarity validates the effectiveness of our scheme.

7 CONCLUSION

In this study, we investigated the power-performance trade-
off problem in allocating DC resources. We also presented a
game-theoretic framework and associated algorithms to
reduce energy consumption as much as possible while
meeting the minimum performance requirements specified
via SLAs. The presented algorithms have relatively low
complexity and distribution execution characteristic, and
thus, they can be easily implemented to improve the reli-
ability and robustness of system. The effectiveness of our
approach was assessed by performing simulated experi-
ments in a real prototype environment. A comparison with
popular technologies demonstrated that our approach
could outperform alternative methods achieving better
energy saving while maintaining the same processing per-
formance. To a certain extent, our work is significant to pro-
moting energy saving in DCs. Our methodology can be
applied to other resource allocation models.

In the future, we plan to explore operating cost optimiza-
tion and the VM allocation among multiple cloud providers
while considering the heterogeneity of workloads from the
perspective of the operator. We are also interested in inves-
tigating energy saving for geographically distributed DCs
as an extension of our work.
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