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1 Introduction

1.1 The Era of Big Data

This is the era of big data. Big data are not only meaning large volume but also
including velocity, variety, veracity. With the rapid development of science and
technology, we are surrounded by the amount of structured and unstructured data.
Big data contains text, image, video, and other forms of data, which are collected
from multiple datasets, and are explosively increasing in size and getting more
complexity in context. It has aroused a large amount of researchers from different
area and it affects our lives. Specially, machine learning have developed into an
effective method to deal with big data for mining a valuable information. Deep
learning is a hot research area and has facilitated our lives.
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Fig. 1 The process of supervised learning algorithms

1.2 Supervised Learning Algorithms

Roughly speaking, supervised learning algorithms need training dataset which have
corresponding label. Through these dataset, we can train the model. For example,
given a training set x and corresponding y, training the model is through the loss that
summing the deviation of real output and ideal output. However, in real world, the
corresponding labels are difficult to collect and usually are provided by a human.
Figure 1 present the process of supervised learning algorithms.

A large amount of supervised learning algorithms have been widely used, such
as probabilistic supervised learning, support vector machine, k-nearest neighbors,
and so on. These methods should be trained using corresponding labels and the
well-tuned models used to predict the test tasks.

1.3 Unsupervised Learning Algorithms

Usually, an unsupervised learning algorithm is trained with the unlabel training
dataset and there are no distinction between supervised learning algorithms and
unsupervised learning algorithms by distinguishing whether the value is a feature or
a label. In general, an unsupervised learning algorithm tries to extract information
from a distribution without labels and these process includes density estimation,
learning to extract information from a distribution, and clustering the data into
groups of related examples. Figure 2 presents the process of supervised learning
algorithms.

Many supervised learning algorithms have been used successfully, such as,
Principal Components Analysis (PCA), k-means Clustering, Stochastic Gradient
Descent (SGD), and so on. We can build a machine learning algorithm to deal
with tasks with a training dataset, a cost function, and a optimization model. Deep
learning methods are similar to these process and using the well-tuned model, we
can test our testing dataset.
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Fig. 2 The process of unsupervised learning algorithms

1.4 Common Deep Learning Models

Recently, a large amount of deep learning models have been successfully used in
video surveillance, internet access control, security, and demography, such as CNN,
RNN, GAN, ELM, and so on. We will simple present the ELM and CNN.

1.4.1 Extreme Machine Learning Model

ELM was first proposed by Huang et al. [28], which was used to process regression,
and classification based on single-hidden layer feed forward neural networks
(SLFNs). Huang et al. [29] pointed out that the hidden layer of SLFNs, which
needed not be tuned is the essence of ELM. Liang et al. [40] proved that ELM
had good generalization performance, fast and efficient learning speed. Simple and
efficient learning steps with increased network architecture (I-ELM), and fixed-
network architecture (ELM) were put forward by Huang et al. [27, 28]. In the two
methods, the parameters of a hidden node were generated randomly, and training
was performed only at the output layer, which reduced the training time. Zhou et
al. [65] suggested that the testing accuracy increased with the increasing number of
hidden layer nodes.

In order to reduce the residual errors, Feng et al. [11] proposed a dynamic
adjustment ELM mechanism (DA-ELM), which could further tune the input
parameters of insignificant hidden nodes, and they proved that it was an efficient
method. Other improved methods based on ELM are proposed, such as enhanced
incremental ELM (EI-ELM) [26], optimally pruned ELM (OP-ELM) [45], error
minimized ELM (EM-ELM) [10], meta-cognitive ELM [52] and so on. Most of
the methods mentioned above improved the ELM performance by decreasing the
residual error of NN (Neural Network) to zero. When we use the above methods to
process relatively small big data classification, and regression problems, they show
good performance, fast and efficient learning speed. However, as the dataset getting
larger and larger, serial algorithms cannot learn such massive data efficiently.

He et al. [22] first proposed the parallel ELM for regression problems based
on MapReduce. The essential of the method was how to parallelly calculate
the generalized inverse matrix. In PELM method, two MapReduce stages were
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used to compute the final results. Therefore, there were lots of I/O spending and
communication costs during the two stages, which increased the runtime of ELM
based on MapReduce framework. Comparing with PELM, Xin et al. [58, 59]
proposed ELM* and ELM-Improved algorithms, which used one MapReduce stage
instead of two and reduced the transmitting cost, even enhanced the processing
efficiency. However, They needed several copies for each task when MapReduce
worked, and if one node could not work, the tasks in this node would be assigned
to other nodes, and re-processed again, leading to more costs during the process.
Even more, lots of I/O overhead and communication costs were spent in the map
and reduce stages, which reduced the learning speed and efficiency of the system.

1.4.2 Deep Neural Network System

CNN has been successfully applied to various fields, and specially, image recog-
nition is a hot research field. However, few researchers have paid attention on
hybrid neural network. Lawrence et al. [36] presented a hybrid neural-network
solution for face recognition which made full use of advantages of self-organizing
map (SOM) neural network and CNN. That approach showed a higher accuracy
compared with other methods using for face recognition at that time. In 2012, Niu
et al. [48] introduced a hybrid classification system for objection recognition by
integrating the synergy of CNN and SVM, and experimental results showed that the
method improved the classification accuracy. Liu et al. [41] used CNN to extract
features while Conditional Random Rield (CRF) was used to classify the deep
features. With extensive experiments on different datasets, such as Weizmann horse,
Graz-02, MSRC-21, Stanford Background, and PASCAL VOC 2011, the hybrid
structure got better segmentation performance compared with other methods on the
same datasets. In [57], Xie et al. used a hybrid representation method to process
scene recognition and domain adaption. In that method, CNN used to extract the
features meanwhile mid-level local representation (MLR) and convolutional Fisher
vector representation (CFV) made the most of local discriminative information
in the input images. After that, SVM classifier was used to classified the hybrid
representation and achieved better accuracy. Recently, Tang et al. [55] put forward
a hybrid structure including Deep Neural Network (DNN) and ELM to detect
ship on spaceborne images. In this time, DNN was used to process high-level
feature representation and classification while ELM was worked as effective feature
pooling and decision making. What’s more, extensive experiments were presented
to demonstrate that the hybrid structure required least detection time and achieved
highter detection accuracy compared with existing relevant methods. Based on
the analysis above, we can integrate CNN with other classifiers to improve the
classification accuracy.
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2 Extreme Machine Learning Model

ELM was first proposed by Huang et al. [18, 47] which was used for the single-
hidden-layer feedforward neural networks (SLFNs). The input weights and hidden
layer biases are randomly assigned at first, and then the training datasets to
determine the output weights of SLFNs are combined. Figure 3 is a basic structure
of ELM. For N arbitrary distinct samples (xi , ti), i = 1, 2, . . . , N , where xi =
[xi1, xi2, . . . , xin]T , ti = [ti1, ti2, . . . , tim]T . Therefore, the ELM model can be
written as:

L∑

j=1

βjgj (xi ) =
L∑

j=1

βjg(wj · xi + bj ) = oi (i = 1, 2, . . . , N), (1)

where βj = [βj1, βj2, . . . , βjm]T expresses the j th hidden node weight vector while
the weight vector between the j th hidden node and the output layer can be described
as wj = [w1j , w2j , . . . , wnj ]T . The threshold of the j th hidden node can be written
as bj and oi = [oi1, oi2, . . . , oim]T denotes the ith output vector of ELM.

We can approximate the output of ELM if activation function g(x) with zero
error which means as Equation (2):

N∑

i=1

||oi − ti || = 0. (2)

Therefore, Equation (1) can be described as Equation (3):

L∑

j=1

βjgj (xi ) =
L∑

j=1

βjg(wj · xi + bj ) = ti (i = 1, 2, . . . , N). (3)

Finally, Equation (3) can be simply expressed as Equation (4):

Hβ = T, (4)

Fig. 3 A basic structure of
ELM
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where H expresses the hidden layer output matrix, and H = H(w1, w2, . . . , wL, b1,

b2, . . . , bL, x1, x2, . . . , xN ). Therefore, H, β, and T can be written as follows:

[hij ] =
⎡

⎢
⎣

g(w1 · x1 + b1) . . . g(wL · x1 + bL)
...

. . .
...

g(w1 · xN + b1) . . . g(wL · xN + bL)

⎤

⎥
⎦ , (5)

β =
⎡

⎢
⎣

β11 β12 . . . β1m

...
...

. . .
...

βL1 βL2 . . . βLm

⎤

⎥
⎦ , (6)

and

T =
⎡

⎢
⎣

t11 t12 . . . t1m

...
...

. . .
...

tN1 tN2 . . . tNm

⎤

⎥
⎦ . (7)

After that, the smallest norm least-squares solution of Equation (4) is:

∧
β = H†T, (8)

where H† denotes the Moore-Penrose generalized the inverse of matrix H. The
output of ELM can be expressed as Equation (9):

f (x) = h(x)β = h(x)H†T. (9)

From the description above, the process of ELM can be described as follows.
At the beginning, ELM was randomly assigned the input weights and the hidden
layer biases (wi , bi). After that, we calculates the hidden layer output matrix H
according to Equation (5). Then, by using Equation (8), we can obtain the output
weight vector β. Finally, we can classify the new dataset according to the above
training process.

ELM is not only widely used to process binary classification [30, 42, 61, 66], but
also used for multi-classification due to its good properties. As we have mentioned
above, CNNs show excellent performance on extracting feature from the input
images, which can reflect the important character attributes of the input images.
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3 Convolutional Neural Network

Convolutional Neural Network [37], which usually includes input layer, multi-
hidden layers, and output layer, is a deep supervised learning architecture and often
made up of two parts: an automatic feature extractor and a trainable classifier.
CNN has shown remarkable performance on visual recognition [31]. When we
use CNNs to process visual tasks, they first extract local features from the input
images. In order to obtain higher order features, the subsequent layers of CNNs
will then combine these features. After that, these feature maps are finally encoded
into 1-D vectors and a trainable classifier will deal with these vectors. Because of
considering size, slant, and position variations for images, feature extraction is a key
step during classification of images. Therefore, with the purpose of ensuring some
degree of shift, scale, and distortion invariance, CNNs offer local receptive fields,
shared weights, and downsampling. Figure 4 is a basic architecture of CNNs.

It can be seen from Fig. 4 that CNNs mainly include three parts: convolution lay-
ers, subsampling layers and classification layer. The main purpose of convolutional
layers is to extract local patterns and the convolutional operations can enhance the
original signal and lower the noise. Moreover, the weights of each filtering kernels
in each feature maps are shared, which not only reduce the free parameters of
networks, but also lower the complication of relevant layers. The outputs of the
convolutional operations contain several feature maps and each neuron in entire
feature maps connects the local region of the front layers. Subsampling is similar
to a fuzzy filter which is primary to re-extract features from the convolutional
layers. With the local correlation principle, the operations of subsampling not only
eliminate non-maximal values and reduce computations for previous layer, but also
improve the ability of distortion tolerance of the networks and provide additional
robustness to position. These features will be encoded into a 1-D vectors in the
full connection layer. After that, these vectors will be categorized by a trainable
classifier. Finally, the whole neural network will be trained by a standard error back
propagation algorithm with stochastic gradient descent [3]. The purpose of training
CNNs is to adjust the entire parameters of the system, i.e., the weights and biases of
the convolution kernel, and we will use the well-tuned CNNs to predict the classes,
such as label, age, and so on, from an unknown input image datasets.

Input Image

Convloutions ConvloutionsSubsampling Subsampling Classifi-
cation

Full
Connection

Fig. 4 Structure of CNN for visual recognition
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3.1 Convolutional Layer

In the convolutional layer, convolutions which are performed between the previous
layer and a series of filters, extract features from the input feature maps [8, 54].
After that, the outputs of the convolutions will add an additive bias and an element-
wise nonlinear activation function is applied on the front results. Without loss
of generality, we have used the ReLU function as the nonlinear function in our
experiment. In general, ηmn

ij denotes the value of an unit at position (m, n) in the j th
feature map in the ith layer and it can be expressed as Equation (10):

ηmn
ij = σ

⎛

⎝bij +
∑

δ

Pi−1∑

p=0

Qi−1∑

q=0

w
pq
ij δη

(m+p)(n+q)

(i−1)δ

⎞

⎠ , (10)

where bij represents the bias of this feature map while δ indexes over the set of the
feature maps in the (i−1)th layer which are connected to this convolutional layer.
w

pq
ijδ denotes the value at the position (p, q) of the kernel which is connected to the

kth feature map and the height and width of the filter kernel are Pi and Qi .
The convolutional layer offers a nonlinear mapping from the low level repre-

sentation of the images to the high level semantic understanding. In order to be
convenient to later computations, Equation (10) can be simply denoted as follows:

ηj = σ
(∑

wij

⊗
η(i−1)

)
, (11)

where
⊗

expresses the convolutional operation while wij , which will be randomly
initialized at first and then trained with BP neural network [35, 53], denotes the
value of the ith layer in the j th feature map. η(i−1) is the outputs of the (i − 1)

layer and ηj is defined as the outputs of the j th feature map in the convolutional
layer. Different sizes of the input feature maps have various effects on the accuracy
of classification. Large size of a feature map means good features learned by the
convolutional operations with the high cost of the computations while small size
reduces the computation cost degrading the accuracy of the classification. Making
a comprehensive considerstion of the factors mentioned above and by lots of
experiments, we set the size of the input feature map as 227 × 227.

3.2 Contrast Normalization Layer

The goal of the local contrast normalization layer is not only to enhance the local
competitions between one neuron and its neighbors, but also to force features
of different feature maps in the same spatial location to be computed, which is
motivated by the computational neuroscience [49, 53]. In order to achieve the target,
two normalization operations, i.e., subtractive and divisive, are performed. In this



Internet of Things and Deep Learning 155

time, ηmnk denotes the value of an unit at position (m, n) in the kth feature map. We
have

zmnk = ηmnk −
∑ Pi−1

2

p=− Pi−1
2

∑Qi−1
2

q=− Qi−1
2

Ji∑

j=1

εpqη(m+p)(n+q)j , (12)

where εpq is a normalized Gaussian filter with the size of 7 × 7 at the first
stage and 5 × 5 at the second stage. zmnk not only represents the input of the
divisive normalization operations, but also denotes the output of the subtractive
normalization operations. Equation (13) expresses the operator of the divisive
normalization:

ηmnk = zmnk

max (M,M(m, n))
, (13)

where

M(m, n) =

√
√
√
√
√
∑ Pi−1

2

p=− Pi−1
2

∑Qi−1
2

q=− Qi−1
2

Ji∑

j=1

εpqη2
(m+p)(n+q)j , (14)

and

M =
(∑s1

m=1

∑s2

n=1
M(m, n)

)

/(s1 × s2). (15)

During the whole contrast normalization operations above, the Gaussian filter
εpq is calculated with the zero-padded edges, which means that the size of the output
of the contrast normalization operations is as same as its input.

3.3 Maxing Pooling Layer

Generally speaking, the purpose of pooling strategy is to transform the joint feature
representation into a novel, more useful one which keeps crucial information while
discards irrelevant details. Each feature map in the subsampling layer is getting by
max pooling operations which are carried out on the corresponding feature map in
convolutional layers. Equation (16) is the value of a unit at position (m, n) in the
j th feature map in the ith layer or subsampling layer after max pooling operation:

ηmn
ij = max{ηmn

(i−1)j , η
(m+1)(n+1)
(i−1)j , . . . , η

(m+Pi)(n+Qi)
(i−1)j }. (16)

The max pooling operation generates position invariance over larger local regions
and downsamples the input feature maps. In this time, the numbers of feature maps
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in the subsampling layer are 96 while the size of the filter is 3 and the stride of
the sliding window is 2. The aim of max pooling action is to detect the maximum
response of the generated feature maps while reduces the resolution of the feature
map. Moreover, the pooling operation also offers built-in invariance to small shifts
and distortions. The procedures of other convolutional layers and subsampling
layers which we have not told are as same as the layers mentioned above, except
with a different kernel size or stride.

3.4 Softmax

Softmax function is widely used to present a probability distribution over a discrete
variable and sigmoid function is usually to denote a probability distribution over a
binary variable. In CNN model, softmax functions are often used as the classifiers
with representing the probability distribution. Moreover, we can use the softmax
functions inside the CNNs model, which we wish the model to select one of n

different options.
We wish to produce a single number when the outputs are binary variables as

follows:

y = P(y = 1|x). (17)

When there are a discrete variable with n value, a vector y is need to be produced.
In this time, each element of y should be between 0 and 1 and summing the whole
vectors should be 1 so that it can denote a valid probability distribution. We can
achieve a linear layer predicts unnormalized probabilities as follows:

z = wT h + b (18)

Therefore, we can obtain the softmax function as follows:

sof t max (z)i = exp(zi)
∑

j exp(zj )
(19)

4 Regularizations for Deep Learning

4.1 Dataset Augmentation

To train a best prediction model, it needs more training dataset while there are limit
dataset for training the model in real application. The effective way is to create a
fake data which has the same distribution. This method is easiest for classification.
A general classifier need a large, high dimensional input x with a single label y.
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That means a classifier is to be invariant to a wide variant to the wide variety of
transformations of training dataset. Therefore, we can create new (x, y) pairs for
enlarging the training dataset.

Dataset augmentation has been an effective approach for classification problem:
object recognition. Images are high dimensional dataset. Images are affected by
factors of variation and translating the limit training dataset in different direction can
create more generalization dataset. Other operations including scaling the images
and rotating the images have also proven an effective approach.

4.2 Noise Robustness

For some models, when we add some noise with infinitesimal variance in the
input model, this operation is equivalent to imposing a penalty on the norm of the
weights. Generally, injecting the noise may be more useful than simply shrinking
the parameters. What’s more, the noise added to the hidden units affects the whole
performance. Noise has become a hot topic due to its merit and the dropout method
is the development od the approach.

The other way to regularize the model by adding the noise to the weight and that
process can be as the a stochastic implementation of a Bayesian inference over the
weights. This method is usually used in RNN model.

4.3 Dropout

Dropout is a model with a computationally inexpensive but power method of
regularizing a broad. Dropout can be seen as a approach of making bagging practical
for ensembles of very many large neural networks. Bagging not only includes
training multiple models but also evaluates multiple models on each test example. It
seen impossible when the trained model is a large network, since dealing with this
neural network is costly. Dropout training is not the same as bagging training and it
trains all sub-networks that also includes removing non-output units.

4.4 Other Regularizations

There are many other regularization methods widely used in the CNN, such as semi-
supervised learning, multi-task learning, sparse representations, and so on. These
approaches have been proven to improve the performance of neural network and
they have been highlighted in machine learning and pattern recognition fields. They
achieved state-of-the-art performance in image recognition and can automatically
extract the information.
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5 Applications

5.1 Large Scale Deep Learning for Age Estimation

Recently, age and gender classification has received huge attention, which provides
direct and quickest way for obtaining implicit and critical social information [13].
Fu et al. [12] made a detailed investigation of age classification and we can learn
more information about recent situation from [38]. Classifying age from the human
facial images was first introduced by Kwon et al. [33] and it was presented that
calculating ratios and detecting the appearance of wrinkles could classify facial
features into different age categorization. After that, the same method was used
to model craniofacial growth with a view to both psychophysical evidences and
anthropometric evidences [50] while this approach demanded accurate localization
of facial features.

Geng et al. [15] proposed a subspace method called AGing pattErn Subspace
which was used to estimate age automatically while age manifold learning scheme
was presented in [19] to extract face aging features and a locally adjusted robust
regressor was designed to prediction human ages. Although these methods have
shown many advantages, the requirement that input images need to be near-frontal
and well-aligned is their weakness. It is not difficult to find that the datasets in
their experiments are constrained, so that these approaches are not suited for many
practical applications including unconstrained image tasks.

Last year, many methods have been proposed to classify age and gender. Chang
et al. [4] introduced a cost-sensitive ordinal hyperplanes ranking method to estimate
human age from facial images while a novel multistage learning system which is
called grouping estimation fusion (DEF) was proposed to classify human age. Li et
al. [39] estimated age using a novel feature selection method and shown advantage
of the proposed algorithm from the experiments. Although these method mentioned
above have shown lots of advantages, they are still relied on constrained images
datasets, such as FG-NET [34], MORPH [51], FACES [20].

All of these methods mentioned above have been verified effectively on con-
strained datasets for age classification which are not suitable for unconstrain images
in practical applications. Our proposed method not only automatically classifies age
and gender from face images, but also deals with the unconstrain face image tasks
effectively.

5.2 Large Scale Deep Learning for Gender Estimation

Although more and more researchers have found that gender classification has
played an important role in our daily life, few learning-based machine vision
approaches have been put forward. Makinen et al. [43] made a detailed investigation
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of gender classification while we can learn more about its recent trend from [38]. In
the following, we briefly review and summarize relevant methods.

Golomb et al. [16] were some of the early researchers who used a neural network
which was trained on a small set of near-frontal facial image dataset to classify
gender. Moghaddam et al. [46] used SVM to classify gender from facial images
while Baluja et al. [1] adopted AdaBoost to identify person’ sex from facial images.
After that, Toews et al. [56] presented a viewpoint-invariant appearance model of
local scale-invariant features to classify age and gender.

Recently, Yu et al. [63] put forward a study and analysis of gender classification
based on human gait while revisiting linear discriminant techniques was used to
classify gender [2]. In [9], Eidinger et al. not only presented new and extensive
dataset and benchmarks to study age and gender classification, but also designed a
classification pipeline to make full use of what little data was available. In [32], a
semantic pyramid for gender and action recognition was proposed by Khan et al.
and the method is fully automatic while it does not demand any annotations for a
person’ upper body and face. Chen et al. [5] used first names as facial attributes and
modeled the relationship between first names and faces. They used the relationship
to classify gender and got higher accuracy compared with other methods. Last year,
Han et al. [21] used a generic structure to estimate age, gender, and race. Although
most of the approaches mentioned above make lots of progress for age classification,
they are aimed at either constrain imaging condition or non-automated classification
methods.

5.3 Natural Language Processing

Natural language processing (NLP) denotes the use of human languages and by
computer reading and emitting, simple programs can parse language efficiently.
Machine translation is one of popular natural language processing that read a sen-
tence in one human language while emit equivalent sentence form other language.
Many NLP model need a probability distribution over sequences of works.

Although neural network methods have been successfully applied to NLP,
to obtain a excellent performance, some strategies are important. To build an
efficient model, we should design an novel model. Maldonado et al. [44] used
NLP to automatically detect self-admitted technical debt and achieved a good
performance. Groza et al. [17] used NLP and ontologies to mine arguments from
cancer documents. With NLP methods, Xing et al. [60] built a recommendation for
podcast audio-items. Other researches present the processing of NLP with neural
network such as [14, 62], and so on.
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5.4 Other Applications

Deep learning have been successfully used in object recognition, speech recognition
and natural language processing analyzed above. Many fields such as recommender
systems [6, 7, 64], knowledge representation [23–25] and so on. Deep learning has
been applied in many other fields and we believe that deep learning will bring more
convenience for our lives.
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