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With the widespread application of smart devices, spatial crowdsourcing (SC) has been
extensively integrated into daily life. Task assignment is a crucial issue in SC and has
attracted much attention. Most prior studies on task assignment ignore the importance
of dependency among tasks, resulting in some ineffective matching pairs and wasting
workers’ time. To this end, we formulate a new problem in SC, abbreviated as multi-
stage complex task assignment (MSCTA), which aims to assign workers to multi-stage
complex tasks to maximize the total profit. Compared with existing studies, MSCTA can
obtain more effective assignments by considering the dependency constraints among
tasks. We prove that the MSCTA problem is NP-hard and propose a greedy algorithm
and a game algorithm. Specifically, both algorithms iteratively utilize a filtering module
to obtain a set of executable tasks (ET) for assignment. The greedy algorithm can quickly
assign the most profitable workers to the subtasks in each round of ET, and obtain a prov-
able approximate result. The game algorithm is proved to be convergent and can win a
Nash equilibrium when processing the subtasks in each round of ET. Extensive experimen-
tal results demonstrate the efficiency of our algorithm.

� 2021 Elsevier Inc. All rights reserved.
1. Introduction

With the development and widespread use of smart devices and 5G, spatial crowdsourcing [1] has been widely used in
various applications, such as Meituan, DidiChuxing, and Taskrabbit [2–4]. In spatial crowdsourcing, crowdsourcing platforms
collect spatial tasks and require workers to move to specific locations to complete the assigned tasks.

In terms of task complexity, researches on spatial crowdsourcing can be divided into two categories. First, tasks such as
delivering food, monitoring traffic conditions, and measuring network quality are simple and easy to complete [5–7]. Second,
tasks are complex, e.g., repairing a house, holding an orienteering race, and preparing for a party. These tasks consist of mul-
tiple stages and require the cooperation of several skilled workers [8–10].

For the complex-task assignment problem in spatial crowdsourcing, existing studies [11] usually consider the constraints
of skills, time, distance, and budget. In [12], Cheng et al. presented a g-D&C algorithm to match each complex task with a
group of workers that meet the specified constraints. However, in many applications, complex tasks are composed of mul-
tiple subtasks (or stages) with dependency constraints, meaning that a subtask cannot be processed until its dependent sub-
tasks have been completed. For example, repairing a house is a multi-stage complex task, including the following steps: first,
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repairing the floor and plumbing system, second, installing electrical circuits and painting the walls, finally, furnishing and
cleaning. Another example is delivering packages to some strictly managed residential areas during the COVID-19 outbreak:
first, transporting packages to the designated locations by some workers with driving skills, second, delivering the packages
to customers by other workers with medical protection capabilities. Last example, holding a ceremony can also be regarded
as a multi-stage task, each stage requires workers with different skills to work together.

For these multi-stage complex tasks aforementioned, if the dependency constraints are not considered when solving the
task assignment problem, they always obtain invalid assignments. In addition, each subtask has a deadline, and the workers
assigned to each subtask must arrive at the location on time. Moreover, each complex multi-skilled subtask requires the
cooperation of workers, making the task assignment problem more complicated. Motivated by these issues, we attempt
to investigate a new spatial crowdsourcing problem, called multi-stage complex task assignment (MSCTA). The purpose
of MSCTA is to assign workers to multi-stage complex tasks and maximize the total profit under the constraints of depen-
dency, maximal working area, skills, budget, and deadline.

Next, we illustrate the MSCTA problem in Example 1.1.

Example 1. (Holding a Wedding.) Fig. 1 shows an application of spatial crowdsourcing, that is, holding a wedding. This
application contains many complex tasks, such as decorating the wedding scene and wedding cars, purchasing, playing
music, taking photos, providing catering services, and offering entertainment. These tasks belong to different stages of a
wedding ceremony.

Therefore, holding a wedding can be regarded as a multi-stage task tj. Without loss of generality, task tj contains three
dependent subtasks (stages), namely tj;1; tj;2, and tj;3. These three subtasks represent before, during, and after the wedding
ceremony, respectively. Furthermore, each subtask requires the cooperation of workers with different skills to complete.

In Fig. 1, there are two multi-stage tasks t1 � t2ð Þ and six multi-skilled workers w1 �w6ð Þ, see Table 1 for details. As
shown in Fig. 1, each dotted line with an arrow starts from a subtask and points to its dependent subtasks. The purpose of the
crowdsourcing platform is to assign workers to multi-stage complex tasks to maximize total profit under the constraints of
dependency, maximal working distance, skills, budget, and deadline.

As shown in Fig. 1(a), workers are assigned to subtasks without considering dependency constraints. Specifically, the
assignments of workers are shown by solid arrows and presented in Table 2. We obtain that for task t1, workers w1 and w2

can provide the skills required by subtasks t1;2 and t1;3, respectively, but w3 cannot provide the skills required by t1;1.
According to the dependency constraint, subtask t1;2 depends on t1;1, and t1;3 depends on t1;2. Therefore,w1 andw2 must wait
until t1;1 is completed; that is to say, the matching pairs t1;2;w1

� �
and t1;3;w2

� �
are invalid. Similarly, for task t2, the

matching pairs t2;2;w4
� �

; t2;3;w5
� �

and t2;3;w6
� �

are also invalid. As a result, no subtasks can be completed due to the neglect
of the dependency constraints. Based on the dependency constraints among the subtasks, we get the assignments shown in
Fig. 1(b). For task t1, since the skills required by t1;1; t1;2 and t1;3 are covered by the assigned workers, the matching pairs
t1;1;w3
� �

; t1;1;w6
� �

; t1;2;w1
� �

, and t1;3;w2
� �

are valid. Similarly, for task t2, the matching pairs t2;1;w4
� �

and t2;1;w5
� �

are also
valid. Based on the assignments presented in Table 2, subtasks t1;1; t1;2; t1;3 and t2;1 can be completed.

To solve the MSCTA problem, we need take into account the following points: 1) subtasks contained in the same multi-
stage task are complex and dependent on each other; and 2) the total profit is affected by two aspects, the profit achieved
from each subtask and the number of completed subtasks.

The MSCTA problem is most related to the dependency-aware spatial crowdsourcing (DA-SC) problem in [13], consider-
ing the dependencies between tasks. However, the tasks in [13] are single-skilled and can be accomplished by one worker,
while many tasks in real life are multi-skilled and require the cooperation of multi-skilled workers. In this paper, our meth-
ods can be used to handle single-skilled tasks as well as multi-skilled tasks. In addition, when solving the DA-SC problem
Fig. 1. An example of holding a wedding.
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Table 1
Details of tasks and workers.

(a) Task

Task Subtasks Skills Dependency

t1 t1;1 s1; s2 £
t1;2 s2; s3 t1;1
t1;3 s1; s3 t1;1; t1;2

t2 t2;1 s1; s2; s3 £
t2;2 s1 t2;1
t2;3 s2; s3 t2;1; t2;2

(b) Workers

Worker Skills

w1 s2; s3
w2 s1; s3
w3 s1
w4 s1; s2
w5 s1; s3
w6 s2

Table 2
Task Assignment Schemes.

Task Stage (Subtask) Fig. 1(a) Fig. 1(b)

t1 t1;1 w3 w3;w6

t1;2 w1 w1

t1;3 w2 w2

t2 t2;1 £ w4;w5

t2;2 w4 £
t2;3 w5;w6 £
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[13], Ni et al. first combined multiple tasks with dependencies into an associative task set, and then treated the associative
task set as a complex task and assigned a group of workers to complete. However, if a task in the associative task set does not
find a worker satisfying the constraints, all tasks in the associative set cannot be assigned, thus affecting the completion rate.
Moreover, different from our work, the purpose of DA-SC is to maximize the number of assigned task-and-worker pairs.

In this paper, we first formulate the multi-stage complex task assignment (MSCTA) problem and prove it is NP-hard. Then,
we propose two algorithms, namely the greedy algorithm and the game algorithm, to solve the MSCTA problem effectively.
Generally, the contributions of this paper can be summarized as follows:

� We formulate a multi-stage complex task assignment (MSCTA) problem and demonstrate that it is NP-hard in Section 3.
� We present a greedy algorithm to handle the MSCTA problem in Section 5. We analyze the time complexity of the algo-
rithm, and prove the approximate boundary of the total profit V Ap

� �
obtained by the algorithm.

� We design a game algorithm to solve the MSCTA problem in Section 6. We analyze the algorithm from three aspects: the
stability, the convergence rate, and the quality of the obtained result.
� We conduct multiple experiments on real data sets and synthetic data sets to demonstrate the effectiveness of our pro-
posed algorithms in Section 7.

In addition, we introduce related work in Section 2 and present a framework to address the MSCTA problem in Section 4.
Finally, we summarize this paper in Section 8.
2. Related work

Spatial crowdsourcing is a new framework in crowdsourcing [14–16], requiring workers to physically move from their
original positions to the locations of tasks. With the widespread of smart devices, spatial crowdsourcing has been widely
used in academia and industry, such as Meituan [2], DidiChuxing [3] and TaskRabbit [4]. As the basic challenge in spatial
crowdsourcing [1], task assignment can be divided into the following categories according to the arrival scenarios and the
algorithmic assignment model [17]: static matching [18], static planning [19], dynamic matching [20] and dynamic planning
[21]. In the matching model, task assignment is often formulated as a bipartite graph-based problem: workers and tasks can
be represented by the vertices in the bipartite graph, the utility or cost between a worker and a task can be denoted by the
weight of an edge, and the problem is to obtain an optimal matching in the bipartite graph. In the planning model (a.k.a.
scheduling model), task assignment aims to plan a route for each worker to perform a sequence of tasks. In addition, accord-
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ing to the publishing models mentioned in [22], task assignment can be classified into two other categories: 1) in the worker-
selected tasks (WST) mode, workers can choose tasks according to their preferences [23,24]; and 2) in server-assigned tasks
(SAT) mode, tasks will be assigned by the crowdsourcing platform according to the basic attributes of workers and tasks [25].
In this paper, the MSCTA problem belongs to the category of dynamic matching, we first introduce a batch-based framework,
and then propose a greedy method based on the SAT mode and design a game method based on the WST mode.

In many spatial crowdsourcing applications, tasks are simple and can be accomplished by ordinary workers, such as tak-
ing photos [6] and delivering food [5,26]. Besides these simple tasks, many spatial tasks are complex and require a cooper-
ation effort of a set of skilled workers to complete [8–11], such as holding a party and repairing a house. For the assignment
of complex tasks, existing studies either assign a group of workers to a complex task that meets the skill constraints or treats
a complex task as a combination of multiple simple subtasks and assign a skilled worker to each subtask [13]. Most of these
studies do not consider the dependency constraints among tasks, leading to many invalid assignments.

In addition, various optimization goals have been discussed in previous works. Zhao et al. [27] aimed to accomplish as
many tasks as possible, and in [28], they studied how to reduce the total cost of workers while keeping the number of com-
pleted tasks unchanged. In [29], Xu et al. proposed an insertion operator for dynamic ride-sharing and aimed to minimize the
maximum flow time of requests or reduce the total travel time of workers. In [30], Cheng et al. considered the cooperative
relationship between workers and aimed to maximize the total cooperation quality revenue. In this paper, the MSCTA prob-
lem aims to assign workers to multi-stage complex tasks for gaining the obtained total profit. Even though the problem of
maximizing the total score of the system has been studied [12], the dependency constraints between tasks have not been
considered.

The multi-objective optimization problems in spatial crowdsourcing have also been investigated in prior studies. Wang
et al. [31] investigated a problem of heterogeneous spatial crowdsourcing task allocation, which proposed a solution to max-
imize the assigned task coverage and minimize the incentive cost simultaneously. In [32], Xiao et al. introduced a novel spa-
tial crowdsourcing task assignment problem, called competitive detour tasking, and proposed a light-weight secure reverse
auction mechanism to assign tasks which can protect workers’ private sensitive information perfectly. In [33], Zheng et al.
studied the problem of multi-campaign oriented spatial crowdsourcing, which aimed to maximize the objective function
comprised by the score terms of the throughput, distance, and the worker diversity of the campaigns. Although some exist-
ing multi-objective optimization papers studied the same objective function as ours, they did not consider the constraints of
multi-skills and dependencies of tasks.

3. Problem statement

In this section, we present the problem of multi-stage complex task assignment in spatial crowdsourcing. Table 3 lists the
commonly used notations in this paper.

Definition 1 (Multi-skilled Workers). At timestamp p, the platform collects a set of workers Wp ¼ w1;w2; � � � ;wnf g. A worker
wi 2Wp connects to the crowdsourcing platform at timestamp ai and reports his/her location li ¼ li xð Þ; li yð Þð Þ. Worker wi has
a set of skills ski, and can move in any direction at speed v i with the maximum moving distance di. We denote worker wi as
wi ¼ li; ski; di;v i; aið Þ.

According to Definition 1, worker wi can perform some skilled work based on the skills ski, such as decorating houses and
repairing electrical appliances. Additionally, workers can log in and log out of the platform freely, and they can choose tasks
according to their preferences (e.g., selecting the closest spatial tasks or tasks with high profits) or accept tasks assigned by
Table 3
Notations and Explanations.

Notation Explanation

wi;Wp a skilled worker and a set of workers collected at timestamp p, respectively
di;v i; li the maximum moving distance of worker wi , the moving speed of worker wi and the location of worker wi , respectively
tj; tj;k; Tp a multi-stage complex task and the kth subtask (stage) in task tj , and a set of tasks collected at timestamp p, respectively
ski; skj;k the skill set of worker wi and the skill set required by subtask tt;k , respectively
ai; aj the timestamp of worker wi appearing on the platform and the timestamp of task tj appearing on the platform
wtj;k; lj;k the deadline to start processing subtask tj;k and the location of subtask tj;k , respectively
bj;k;Dj;k the budget provided by subtask tj;k and the dependent task set of tj;k , respectively
VCj;k a set of valid candidate workers for subtask tj;k
ET;Ap a set of executable subtasks and an assignment result, respectively
Ap tj;k
� �

a set of task-worker matching pairs for subtask tj;k
js Ap tj;k

� �� �j the number of required skills provided by the matched workers in Ap tj;k
� �

C Ap tj;k
� �� �

the sum of the travel cost of workers in Ap tj;k
� �

to the location of subtask tj;k
CTp a set of subtasks that meet the completion conditions
ci;j;k the travel expenses of worker wi to the location of subtask tj;k
tj;k;wi
� �

a valid task-worker matching pair
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the platform. In the model of workers accepting tasks assigned by the platform, the preferences of workers are not consid-
ered in the process of task assignment, and the platform assigns tasks to workers based on the principle of maximizing the
global objective function. Each worker can only match one subtask in a batch, after the worker completes the currently
assigned subtask, s/he can be collected by the platform again and participate in the processing of the next batch of tasks.

Definition 2 (Multi-stage Complex Spatial Tasks). Let Tp ¼ t1; t2; � � � ; tmf g be a set of multi-stage complex tasks, collected by
the platform at timestamp p. Task tj (1 6 j 6 m) consists of l subtasks (or l stages), tj ¼ tj;1; tj;2; � � � ; tj;l

� �
, and appears on the

platform at timestamp aj. Each subtask tj;k (1 6 k 6 l) reports its location lj;k ¼ lj;k xð Þ; lj;k yð Þ� �
and must start being processed

within wtj;k. Subtask tj;k can only be accomplished by a set of workers with the required skills skj;k. In addition, subtask tj;k
provides a budget bj;k to motivate workers to complete it. Moreover, the subtasks contained in a task are dependent, and tj;k
depends on a set of subtasks Dj;k. Therefore, subtask tj;k can be denoted as tj;k ¼ lj;k; skj;k;wtj;k; bj;k; aj;Dj;k

� �
.

In spatial crowdsourcing, workers need to physically move from their locations to the locations of subtasks and spend
time processing. Note that, the subtasks in the same complex task are posted at the same time, but need to be started at
different times in order. In addition, the locations of these subtasks can be identical or different. To mobilize the enthusiasm
of workers, each subtask tj;k provides a budget bj;k to compensate for the consumption of workers. In Definition 2, the sub-
tasks contained in a task are dependent. For example, if task tj consists of three subtasks tj ¼ tj;1; tj;2; tj;3

� �
, where tj;2 depends

on tj;1, and tj;3 depends on tj;2, that is, Dj;2 ¼ tj;1
� �

and Dj;3 ¼ tj;1; tj;2
� �

. Therefore, we can obtain that subtask tj;2 can only be
conducted after subtask tj;1 is completed, and subtask tj;3 can only be executed after tj;1 and tj;2 are completed. In other words,
if subtask tj;1 meets the completion conditions, then Dj;2 ¼£. Similarly, if both subtasks tj;1 and tj;2 meet the completion con-
ditions, then Dj;3 ¼£.

Definition 3 (Valid Matching Pair). After the crowdsourcing platform collects a batch of workers Wp and tasks Tp at
timestamp p, it performs valid task-worker matching. Since each task tj (1 6 j 6 m) consists of l subtasks (or l stages), a valid
task-worker matching pair tj;k;wi

� �
means that the matching pair simultaneously satisfies the constraints of dependence,

maximal working area, skills, budget, and deadline.
According to Definition 3, a valid task-and-worker matching pair tj;k;wi

� �
needs to satisfy the following conditions: 1) the

distance between the location li of worker wi and the location lj;k of subtask tj;k must be less than the maximum moving dis-
tance di; 2) worker wi can reach the location lj;k of subtask tj;k before the deadline aj þwtj;k

� �
; 3) worker wi can provide some

skills required by subtask tj;k, that is, ski \ skj;k –£; 4) the budget bj;k provided by subtask tj;k should at least be able to com-
pensate the travel expenses of workers; and 5) the dependency constraint of subtask tj;k must be satisfied, that is, if a subtask
tj;k depends on a subtask tj;k0 , then tj;k can only be conducted after the dependent subtask tj;k0 has been matched enough work-
ers, and these workers can reach the location of tj;k0 on time and provide the required skills.

For all matching pairs containing subtask tj;k, if these matching pairs are valid and the required skills of subtask tj;k can be
fully covered by the assigned workers, then we claim that subtask tj;k meets the completion condition.

Before introducing the MSCTA problem, we would like to discuss the profit obtained from subtask tj;k. Suppose that, sub-
task tj;k has matched a set of valid task-and-worker matching pairs Ap tj;k

� �
.

If subtask tj;k does not meet the completion condition, we define the profit obtained from subtask tj;k as the potential
profit V Ap tj;k

� �� �
. In this case, we get
V Ap tj;k
� �� � ¼ bj;k

js Ap tj;k
� �� �j
jskj;kj � C Ap tj;k

� �� �
; ð1Þ
where js Ap tj;k
� �� �j indicates the number of required skills provided by the matched workers in Ap tj;k

� �
, and we can get

js Ap tj;k
� �� �j ¼ j P tj;k ;wih i2Ap tj;kð Þski

� 	
capskj;kj. In addition, C Ap tj;k

� �� �
is the sum of the travel cost of workers in Ap tj;k

� �
to the loca-

tion lj;k of subtask tj;k, and C Ap tj;k
� �� � ¼P tj;k ;wih i2Ap tj;kð Þci;j;k, where ci;j;k is the travel expenses of worker wi to the location of

subtask tj;k.
Since ci;j;k is related to the distance between workerwi and subtask tj;k, we can obtain ci;j;k ¼ c � dist li; lj;k

� �
. dist li; lj;k

� �
is the

Euclidean distance between worker wi and subtask tj;k. Following the work in [12], we use the Euclidean distance to repre-
sent the distance dist li; lj;k

� �
between worker wi and subtask tj;k. Without loss of generality, it can also be easily adjusted into

the shortest path distance in road networks. Additionally, c is the cost of moving unit distance. For vehicles, c is the gas fee
per mile [12]. For electric cars, c is the electricity consumption per mile. If subtask tj;k meets the completion condition (i.e. the
required skills of tj;k can be fully covered by the skills of the matched workers in Ap tj;k

� �
), we can get js Ap tj;k

� �� �j ¼ jskj;kj and
define the profit obtained from subtask tj;k as V Ap tj;k

� �� � ¼ bj;k � C Ap tj;k
� �� �

.

Definition 4. (Multi-stage Complex Task Assignment Problem). In a timestamp interval 0; p½ �, a batch of workers Wp and
tasks Tp appear on the crowdsourcing platform. The problem of multi-stage complex task assignment in spatial
crowdsourcing is to obtain an assignment Ap, such that:
123
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� the matching pairs tj;k;wi
� � 2 Ap are valid matching pairs;

� the total profit V Ap
� �

is maximized, where
V Ap
� � ¼

X
tj;k2CTp

V Ap tj;k
� �� �

¼
X

tj;k2CTp
bj;k � C Ap tj;k

� �� �
;

ð2Þ
where CTp is a set of subtasks that meet the completion condition.
It is worth noting that the total profit V Ap

� �
is affected by the number of completed subtasks and the profit obtained from

each subtask. Accordingly, first, workers tend to choose subtasks that meet the completion condition, and second, if the
number of assigned workers exceeds the skill requirements of subtask tj;k, we keep a set of workers who can complete
the subtask and obtain the maximum profit.

Since V Ap
� �

is the total profit after deducting the travel expenses of workers, we can allocate V Ap
� �

based on the service
hours and skills provided by the workers, which will be studied in our future work.

Theorem 1. The problem of Multi-stage Complex Task Assignment is NP-hard.
Proof. We prove this theorem by a reduction from an existing NP-hard problem, namely the K-set packing problem [34],

defined as follows: given a set of elements Q ¼ q1; q2; � � � ; qjej
n o

, a collection of subsets P ¼ P1; P2; � � � ; Pjsj
� �

, and a number

K, where Pj #Q and each Pj is relevant to a weight value w Pj
� �

; the K-set packing problem is to choose a collection of subsets
P�# P to maximize

P
Pj2P�w Pj

� �
, where any two subsets Pj; Pk 2 P� are disjoint and the number of elements in any subset

Pj 2 P� is at most K.
For a given K-set packing problem, we can transform it to an MSCTA instance within polynomial time. We configure that

each task only consists of one stage (i.e., tj ¼ tj;1) and needs at most K skills to meet the completion condition (i.e., jskjj 6 K).
Each worker wi corresponds to an element qi 2 Q , each subset Pj 2 P is associated to a set of workers
Wj ¼ wij tj;wi

� � 2 Ap tj
� �� �

assigned to task tj. We configure that each task tj can be accomplished by its corresponding set
of workers Wj. The profit obtained by the workers in Wj equals to w Pj

� �
(i.e., V Ap tj

� �� � ¼ w Pj
� �

). Since jskjj 6 K , the number
of workers in each set Wj is at most K. For this MSCTA instance, our purpose is to select a set of tasks to complete such that
the total profit V Ap

� �
is maximized, which is the same to maximize

P
Pj2P�w Pið Þ in the K-set packing instance. Under this

polynomial-time mapping method, we can obtain that the K-set packing instance can be solved if and only if the transformed
MSCTA problem can be solved.

Therefore, we reduce the K-set packing problem to the MSCTA problem. Since the K-set packing problem is NP-hard [34],
the MSCTA problem is also NP-hard.
4. Batch-based framework

In this section, we present a framework to address the MSCTA problem.
In Algorithm 1, we design a batch-based framework that iteratively assigns tasks to workers in multiple batches. Com-

pared with the online task assignment mode that needs to assign tasks to workers immediately, the batch-based framework
can obtain a better assignment result and is suitable for dynamic scenarios [1]. Specifically, at each timestamp p 2 P, the
crowdsourcing platform collects a batch of tasks Tp and workers Wp (lines 2–3). Tp includes the tasks that are not assigned
enough skilled workers before timestamp p and the newly arrived tasks before timestamp p. Wp consists of the following
three categories: the workers who are not assigned any tasks before timestamp p, the workers that have completed their
tasks and reconnected to the platform before timestamp p, and the workers who are newly connected to the platform before
timestamp p.

Algorithm 1: Batch-based Framework

Input: A time interval P
Output: Task-and-worker assignment results within P
1: for each timestamp p 2 P
2: Collect a set of tasks Tp

3: Collect a set of workers Wp

4: Apply the greedy algorithm or the game algorithm to obtain a good assignment Ap

5: end for
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Since the MSCTA problem is NP-hard, we propose a greedy algorithm and a game algorithm to obtain a good assignment
Ap (line 4). By applying the greedy algorithm, we can get a local optimal assignment Ap based on the SAT mode [22], suffering
the limitation of workers cannot choose tasks independently. Differently, in the game algorithm, workers can choose tasks
according to their preferences and reach stability.

Before describing the greedy algorithm and the game algorithm, we introduce two operations that are often invoked by
them. The first operation is called valid candidate judgments (VCJ), applied to obtain a set of valid candidate workers for each
subtask. The second operation, called filtering, is applied to extract a set of executable subtasks ET.

For the operation of VCJ mentioned in Algorithm 2, to obtain a set of valid candidate workers for each subtask (lines 3–9),
we set some judgment conditions, including the constraints of the maximal working area, deadline, skills, and budget. For
example, to obtain a set of valid candidate workers wi 2 VCj;k for subtask tj;k, worker wi and subtask tj;k must satisfy the fol-
lowing judgement conditions:
Algorithm 2: Valid Candidate Judgments (VCJ)
125
Input: A batch of tasks Tp and workers Wp
Output: A set of valid candidate workers VC

1: VC  £

2: for each subtask tj;k 2 Tp do

3: for each worker wi 2Wp do

4: if wi has not been assigned then� �

5: if tj;k;wi satisfies judgement conditions then

6: VCj;k  VCj;k [ wif g

7: end if

8: end if

9: end for

10: flagj;k ! 1

11: Update VC

12: end for

13: Return VC
� Maximal working area. The distance between worker wi and subtask tj;k must be less than di,
dist li; lj;k
� � ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lj;k xð Þ � li xð Þ
� �2 þ lj;k yð Þ � li yð Þ

� �2q
6 di:

� Budget constraint. The budget bj;k should be able to compensate workerwi for travel expenses from li to lj;k, and we get
dist li; lj;k

� �� c 6 bj;k.
� Deadline constraint. Each worker wi must reach the location lj;k before the deadline aj þwtj;k

� �
, and we obtain

1
v i
� dist li; lj;k

� �
6 aj þwtj;k � p
� �

.

� Skills constraint. Each worker wi must provide some skills required by subtask tj;k, and we have skicapskj;k – £.

Additionally, we set the flag flagj;k of subtask tj;k to 1, which means that subtask tj;k does not reach the completion condition
(line 10).

Algorithm 3: Filtering

Input: A set of tasks Tp and VC
Output: A set of executable tasks ET
1: Initialize ET
2: for each subtask tj;k 2 Tp do
3: if flagj;k ¼ 1;Dj;k ¼£ and VCj;k –£ then

4: ET  ET [ tj;k
� �

5: end if
6: end for
7: Return ET
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The filtering operation in Algorithm 3 is used to obtain a set of executable subtasks (ET). Specifically, if subtask tj;k meets
the following conditions: flagj;k ¼ 1;Dj;k ¼£, and VCj;k –£, then we add subtask tj;k to ET (lines 2–6).

Please note that our batch-based framework is also suitable for such a case, i.e. a whole task may become meaningless
due to some subtasks that cannot be completed. Specifically, for some subtasks that cannot meet the completion conditions
in the current batch, we will add them to the next batch and give priority to them.

5. The greedy approach

In this section, we introduce a greedy algorithm that assigns the most profitable workers to subtasks.

5.1. The definition of profit increase

Before introducing the greedy algorithm, we give a definition of profit increase DV tj;k;wi
� �

by using the case of assigning a
valid candidate worker wi to subtask tj;k. For subtask tj;k;Ap tj;k

� �
is an assignment result including the matching pair tj;k;wi

� �
,

while Ap tj;k
� � n tj;k;wi

� �� �
indicates that worker wi is not assigned to subtask tj;k. Therefore, the profit increase can be calcu-

lated by
DV tj;k;wi
� � ¼ V Ap tj;k

� �� �� V Ap tj;k
� � n tj;k;wi

� �� �
: ð3Þ
5.2. The Greedy Algorithm

Based on the definition of profit increase DV tj;k;wi
� �

, we design a greedy algorithm in Algorithm 4 to solve the MSCTA
problem.

Algorithm 4: The Greedy Algorithm

Input: A batch of tasks Tp and workers Wp

Output: A assignment result Ap

1: Ap  £
2: VC  Use VCJ designed in Algorithm 2
3: ET  Use filtering designed in Algorithm 3
4: While Ap is not stable do
5: I  £
6: for each subtask tj;k 2 ET do
7: Select worker wi with assignment strategies
8: I I [ tj;k;wi

� �� �
9: end for
10: For each pair tj;k;wi

� � 2 I do
11: if worker wi is assigned to multiple subtasks then
12: Assign wi to the subtask with the largest profit increase and update I
13: end if
14: end for
15: Ap  Ap [ I
16: VC  VC n wij tj;k;wi

� � 2 I
� �

17: for each subtask tj;k 2 ET then
18: if tj;k meets the completion condition then
19: Tp  Tp n tj;k

� �
20: Dj;a  Dj;a n tj;k

� �
, where k < a 6 lð Þ

21: flagj;k ! 0
22: end if
23: end for
24: Apply the filtering algorithm to update ET
25: end while
26: Return Ap
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We first initialize the result of assignment Ap to an empty set (line 1). Then, according to Definition 3, we apply the VCJ
algorithm to obtain a set of valid candidate workers VCj;k for each subtask tj;k (line 2). In addition, considering the depen-
dency constraints among subtasks, we apply a filtering algorithm to obtain a set of executable subtasks ET (line 3). Finally,
based on VC and ET, we design a WHILE loop to iteratively match the best worker to each executable subtask (lines 4–25).
Specifically, for each iteration in the WHILE loop, we first initialize a temporary set I to an empty set to store the newly
matched task-and-worker pairs (line 5), and then we select the best worker for each subtask in ET according to the assign-
ment strategies (lines 6–9). The WHILE loop terminates when Ap reaches stability (line 4), which means that the current
assignment result Ap has not changed compared with the result of the previous round.

Our goal is to maximize the total profit V Ap
� �

, which is not only affected by the number of completed subtasks, but also by
the profit obtained from each subtask. To achieve this goal, we can choose the best worker for each subtask according to the
following assignment strategies:

� The selected worker wi must guarantee that the profit increase DV tj;k;wi
� �

> 0;
� Workers who can make subtask tj;k meet the completion conditions mentioned in Section 3 will be given priority. For
example, subtask tj;k has two valid candidate workers wi and wj that can be selected and can obtain two assignment
results Ap tj;k

� � [ tj;k;wi
� �� �

and Ap tj;k
� � [ tj;k;wj

� �� �
, respectively. If subtask tj;k can be completed by the assignment

Ap tj;k
� � [ tj;k;wi

� �� �
but not by Ap tj;k

� � [ tj;k;wj
� �� �

, then worker wi will be assigned to subtask tj;k;
� Under the premise of satisfying the above assignment strategies, workers who can provide the higher profit increase will
be selected.

If worker wi is the best choice for several subtasks, then we compare the profit increase of different subtasks, and assign
worker wi to the subtask with the largest profit increase and update I (lines 10–14). Additionally, we update Ap with I (line
15) and remove these assigned workers from VC (line 16). If any subtask in ET meets the completion condition, we update Tp

and Dj;a k < a 6 lð Þ, and set the flag flagj;k of subtask tj;k to 0, which indicates that subtask tj;k reaches the completion condition
mentioned in Definition 3 (lines 17–23). Finally, we apply the filtering algorithm to obtain a new set of executable tasks ET
(line 24). After several iterations, we can obtain a stable assignment result Ap, i.e. the currently executable tasks cannot
match more workers (line 26).

5.3. Analysis of the Greedy Algorithm

In this subsection, we first analyze the time complexity of the greedy algorithm, and then discuss the result obtained by
the algorithm.

Theorem 2. The time complexity of the greedy algorithm is O max nml;mn2;m2n
� �� �

.

Proof. In Algorithm 4, we assume that each worker wi (1 6 i 6 n) is a valid candidate worker for each subtask tj;k
(1 6 j 6 m;1 6 k 6 l). The time required to obtain a set of valid candidate workers for each subtask is O nmlð Þ (line 2). The
time required to obtain a set of executable tasks is O mlð Þ (line 3). In the WHILE loop, at least one worker is assigned to a
subtask in each iteration, so there are at most n iterations. In each iteration, the maximum number of executable subtasks
in ET is m and it takes O mnð Þ time to assign a worker to each executable subtask (lines 6–9). To prevent workers from being
redistributed, O m2

� �
time is required to compare all of the matching pairs in I (lines 10–14). Moreover, O mð Þ time is required

to check whether any subtasks in ET satisfy the completion condition (lines 17–22), and then, O mlð Þ time is necessary to
update ET (line 23). Therefore, the maximum time complexity of the greedy algorithm is O max nml;mn2;m2n

� �� �
.

To analyze the result of the algorithm, we first prove the following theorem.

Theorem 3. The total profit V Ap
� �

obtained by the greedy algorithm is monotonic and submodular.
Proof. We first prove the monotonicity of V Ap
� �

. In the greedy algorithm, we select the best worker for each subtask in turn

in each round. At timestamp th, the assignment result is Ah
p , and the total profit is V Ah

p

� 	
. At timestamp thþ1, we assume that

workerwi is assigned to subtask tj;k, so the assignment result is Ahþ1
p ¼ Ah

p [ tj;k;wi
� �

and the total profit is V Ahþ1
p

� 	
. According

to Eq. (2), we have V Ahþ1
p

� 	
� V Ah

p

� 	
¼ V Ah

p tj;k
� � [ tj;k;wi

� �� 	
� V Ah

p tj;k
� �� 	

. Based on Eq. (3), we can obtain the profit increase
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as DV tj;k;wi
� � ¼ V Ah

p tj;k
� � [ tj;k;wi

� �� 	
� V Ah

p tj;k
� �� 	

. According to assignment strategies in the greedy algorithm, we obtain

DV tj;k;wi
� �

> 0. Therefore, the total profit V Ap
� �

obtained by the greedy algorithm is monotonic.
According to [35], to prove the submodularity of V Ap

� �
, it requires to prove that

V Ap [ tj;k;wi
� �� �� V Ap

� �
P V A0p [ tj;k;wi

� �� 	
� V A0p

� 	
, where Ap #A0p #cAp , and a matching pair tj;k;wi

� �
is included in cAp

but not in A0p. Since Ap #A0p, we can get Ap tj;k
� �

#A0p tj;k
� �

. According to Eq. (1) and Eq. (2), we have
V Ap [ tj;k;wi
� �� �� V Ap

� � ¼ V Ap tj;k
� � [ tj;k;wi

� �� �� V Ap tj;k
� �� �

¼ bj;k
js Ap tj;kð Þ[ tj;k ;wih ið Þj�js Ap tj;kð Þð Þj

jskj;k j � ci;j;k

P bj;k
js A0p tj;kð Þ[ tj;k ;wih ið Þj�js A0p tj;kð Þð Þj

jskj;k j � ci;j;k

¼ V A0p tj;k
� � [ tj;k;wi

� �� 	
� V A0p tj;k

� �� 	
¼ V A0p [ tj;k;wi

� �� 	
� V A0p

� 	
:

ð4Þ
Therefore, the total profit V Ap
� �

obtained by the greedy algorithm is submodular.

Based on the above analysis, we have proved that the total profit V Ap
� �

obtained by the greedy algorithm is nonnegative,
monotonic and submodular, according to [35], the greedy algorithm can achieve a result with guaranteed approximate

bounds, that is, 1� 1
e

� � � V fAp

� 	
, where fAp is the global optimal assignment result.

6. The game approach

In real-world crowdsourcing applications, workers can log on to the platform freely and select tasks according to their
preferences. Although the greedy algorithm can obtain a local optimal assignment Ap based on the SAT mode [22], it faces
the limitation that workers cannot choose tasks independently. Inspired by this fact, we introduce a game algorithm, in
which each worker can repeatedly adjust his/her selection according to the strategies of others until reaching stability.

6.1. The game theory

Before proposing our game algorithm, we introduce some information about game theory [36–39] in this subsection.
A strategic game consists of a set of players, and each player has a set of strategies. In addition, for each player, a utility

function is used to measure the utility value of each strategy of the player. Moreover, an essential feature of a strategic game
is that each player’s utility depends on the list of all the other players’ strategies. There are n players in a strategic game
G ¼ S;uð Þ, where S denotes the Cartesian product of user strategies, that is, S ¼ S1 � S2 � � � � � Sn, and Si is the strategy set
of player i. u ¼ u1;u2; � � � ; unð Þ represents the utility profile composed of all users. For player i 1 6 i 6 nð Þ, in each round of
the game, he/she makes a strategy si 2 Si to maximize his/her utility ui depending on the strategies s�i of other players.

The purpose of the game G ¼ S;uð Þ is to find a Nash equilibrium s� 2 S, where no one wants to change his/her strategy
unilaterally, because each player i 1 6 i 6 nð Þ can meet the condition ui s�i ; s

�
�i

� �
P ui si; s��i

� �
, where s� ¼ s�i ; s

�
�i

� �
. That is to

say, a Nash equilibrium of a strategic game can be regarded as a strategy profile, and its attribute is that no player can
increase her/is utility by choosing a different action, given the other players’ actions.

For example, in a strategy game, there are two players A and B, and they have two strategies, L and M. We can get four
strategy profiles L; Lð Þ; L;Mð Þ; M; Lð Þ, and M;Mð Þ, correspondingly there are four utility combinations 2;2ð Þ; 0;3ð Þ; 3;0ð Þ, and
1;1ð Þ. The first action in each strategy profile is player A’s strategy and the first number in each utility combination is player
A’s payoff to the corresponding strategy profile. Therefore, if player A chooses the action L and player B chooses the actionM,
then player A’s utility is 0 and player B’s utility is 3. To find a Nash equilibrium, we can examine each strategy profile in turn.
For the strategy profile L; Lð Þ, by choosing M rather than L, player A obtains a utility of 3 rather than 2, given player B’s strat-
egy. Thus L; Lð Þ is not a Nash equilibrium. Additionally, Player B also can increase her utility by choosing strategy M rather
than L. In the same way, neither L;Mð Þ nor M; Lð Þ is a Nash equilibrium. However, for the strategy profile M;Mð Þ, neither
player can increase her/is utility by choosing a strategy different from the current one. Therefore, the strategy profile
M;Mð Þ is a Nash equilibrium.

6.2. The Game Algorithm

In the context of game theory, the MSCTA problem can be modeled as a game, namely the MSCTA game. The collected
workers are players in the MSCTA game, and the strategic space is the set of tasks Tp. In addition, the purpose of the MSCTA
game is to maximize the total profit V Ap

� �
.
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Algorithm 5: The MSCTA Game
129
Input: A set of tasks Tp and workers Wp
Output: An assignment result Ap
1: Apply the Greedy Algorithm to get a initial result Ap
2: VC  Use VCJ designed in Algorithm 2

3: ET  Use filtering designed in Algorithm 3

4: While ET is not stable then

5: While Nash equilibrium is not reached then

6: for worker wi 2Wp do

7: Select subtask tj;k 2 ET by selection strategies� �

8: Update Ap tj;k

9: end for

10: end while

11: for each subtask tj;k 2 ET do

12: if tj;k meets the completion condition then

13: flagj;k ! 0� �

14: Tp  Tp n tj;k� �

15: Dj;a  Dj;a n tj;k , where k < a 6 lð Þ� � � �� �

16: VC  VC n wij tj;k;wi 2 Ap tj;k� � � �� �

17: Wp  Wp n wij tj;k;wi 2 Ap tj;k

18: end if

19: end for

20: Apply the filtering algorithm to update ET

21: end while

22: Return Ap;
By defining the utility function ui of each worker wi 1 6 i 6 nð Þ as the profit increase DV tj;k;wi
� �

in Eq. (3), we obtain
ui si; s�ið Þ ¼ DV tj;k;wi
� �

¼ V Ap tj;k
� �� �� V Ap tj;k

� � n tj;k;wi
� �� �

;
ð5Þ
where si represents the strategy of worker wi and s�i is the strategy vector of all workers except wi.
In Algorithm 5, we propose a game algorithm to solve the MSCTA problem. We first initialize the assignment Ap (line 1).

Then, according to Definition 3, we apply the VCJ algorithm to obtain a set of valid candidate workers VCj;k for each subtask
tj;k 2 Tp (line 2). In addition, since subtasks belonging to the same task are dependent, we apply the filtering algorithm to get a
set of executable tasks ET (line 3). Taking ET as the current strategy space, based on the strategies of other workers, each
worker wi 2Wp iteratively optimizes his/her strategy to maximize his/her own utility ui until the inner WHILE loop reaches
a Nash equilibrium (lines 5–10). Additionally, each worker wi selects the best subtask tj;k 2 ET according to the following
selection strategies (line 7):

� the selected subtask tj;k must guarantee that the utility of worker wi is greater than 0, ui ¼ DV tj;k;wi
� �

> 0;
� worker wi preferentially selects the subtasks that meet the completion condition mentioned in Section 3. For example,
worker wi has two valid candidate subtasks tj;k; tl;h

� �
to select and can obtain two assignment results

Ap tj;k
� � [ tj;k;wi

� �� �
and Ap tl;h

� � [ tl;h;wj
� �� �

, respectively. If subtask tj;k can be completed by the assignment
Ap tj;k
� � [ tj;k;wi

� �� �
, while subtask tl;h cannot be completed by the assignment Ap tl;h

� � [ tl;h;wi
� �� �

, then worker wi will
select subtask tj;k;
� under the premise of satisfying the above selection strategies, worker wi will select the subtask that can bring higher util-
ity.After the internal WHILE loop is completed, the algorithm checks whether any subtasks in ET have reached the com-
pletion condition mentioned in Definition 3 and makes the following updates: update the identifier flagj;k indicating that
tj;k has reached the completion condition to 0, remove tj;k from Tp and Dj;a k < a 6 lð Þ respectively, remove wi from Wp and
VC respectively (lines 11–19). Finally, the algorithm applies the filtering algorithm to obtain a new set of executable sub-
tasks ET (line 20) and continue to execute the external WHILE loop until ET reaches stability.

6.3. Analysis of the Game Algorithm

In this subsection, we analyze the characteristics of the MSCTA game from the following aspects: the stability, the con-
vergence rate, and the result quality.
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The stability. According to the introduction to game theory in Section 4, the internal WHILE loop can be considered as a
game g ¼ s;uð Þ where workers included in Wp are the players and the set of executable subtasks ET is the strategic space of
the players. To analyze the stability of the MSCTA game, we first discuss whether the internal WHILE loop can reach a Nash
equilibrium, and then, we analyze whether the external WHILE loop can reach stability.

Before proving that the internal WHILE loop can reach a Nash equilibrium, we introduce the definition and properties of
potential games [40]:

� A game G ¼ s;uð Þ is a potential game if and only if there exists a potential function p such that
ui si; s�ið Þ � ui s0i; s�i

� � ¼ p si; s�ið Þ � p s0i; s�i
� �

, where ui is the utility of player wi; si and s0i are two different strategies of play
wi, and s�i denotes the vector of all workers’ strategies except for that of player wi.
� For a potential game G ¼ s;uð Þ, if the strategy set of workers is a finite set, then it always converges to a pure Nash
equilibrium.

Inspired by the definition of potential game and the properties of potential game, we have the following theorem.
Theorem 4. The internal WHILE loop (lines 5–10 in Algorithm 5) can reach a Nash equilibrium.
Proof. We first prove that the internal WHILE loop is a potential game. We take the total profit function V Ap
� �

mentioned in
Eq. (4) as the potential function p. In addition, si and s0i indicate that worker wi chooses subtask tj;k and subtask t0j;k, respec-
tively. Moreover, according to Algorithm 5, tj;k and t0j;k are executable tasks in ET. Thus, we obtain
p si; s�ið Þ � p s0i; s�i
� �

¼ V Ap tj;k
� �� �þ V Ap t0j;k

� 	
n ht0j;k;wii

� 	
þ P

tx;y2CT 0p
V Ap tx;y

� �� � !

� V Ap t0j;k
� 	� 	

þ V Ap tj;k
� � n htj;k;wii

� �þ P
tx;y2CT 0p

V Ap tx;y
� �� � !

¼ V Ap tj;k
� �� �� V Ap tj;k

� � n htj;k;wii
� �� �

� V Ap t0j;k
� 	� 	

� V Ap t0j;k
� 	

n ht0j;k;wii
� 	� 	

¼ ui si; s�ið Þ � ui s0i; s�i
� �

;

ð6Þ
where, CT 0p ¼ CTp n tj;k; t0j;k
n o

. Consequently, the internal WHILE loop is a potential game. According to the properties of a

potential game, since the strategic space of each worker in the internal WHILE loop is limited, it can be concluded that
the internal WHILE loop can find a Nash equilibrium.

We now analyze the stability of the external WHILE loop. In each round of the external WHILE loop, if any subtasks in ET
reach the completion condition mentioned in Section 3 after the internal WHILE loop reaches a Nash equilibrium, then we
remove these subtasks from ET and apply the filtering algorithm to get a new set of executable tasks ET. If there are sufficient
workers, ET eventually becomes an empty set, that is, all subtasks meet the completion condition mentioned in Definition 3.
If there are not enough workers, ET will not be updated continuously because no subtasks contained in ET meet the comple-
tion condition.

From the above analysis of the internal WHILE loop and the external WHILE loop, it can be concluded that the MSCTA
game can reach stability.

The convergence rate. To discuss the convergence rate of the MSCTA game, it is necessary to analyze the number of
rounds required for the external WHILE loop and the internal WHILE loop to reach stability and to calculate the time com-
plexity of each round.

Since the internal WHILE loop can be regarded as a potential game, to estimate the upper limit of the number of rounds
required for the internal WHILE loop to reach a Nash equilibrium, we discuss a special case where the utility function value
of each worker is an integer. We assume that pz sð Þ ¼ z� p sð Þ, where z is a multiplicative factor that makes pz sð Þ 2 Z.

Lemma 1. For the internal WHILE loop, the number of rounds necessary to achieve a Nash equilibrium must be less than
pz s�ð Þ, where s� is the optimal joint strategy of the workers that can select the tasks in the internal WHILE loop.
Proof. A workerwi changes his selection from current strategy si to a better strategy s0i, and the value of pz sð Þ should increase
by at least 1 for the following reasons: 1) pz sð Þ 2 Z; and 2) p si; s�ið Þ � p s0i; s�i

� � ¼ ui si; s�ið Þ � ui s0i; s�i
� �

> 0. Therefore, the value
of the potential function pz sð Þ increases until the optimal joint strategy s� is reached, where no one changes his/her current
strategy unilaterally. Consequently, the number of rounds required for the internal WHILE loop to find a Nash equilibrium
must be less than pz s�ð Þ. The proof of the lemma has been completed.
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Next, we compute the value range of pz s�ð Þ. Since the strategic space in the internal WHILE loop is ET and pz s�ð Þ 2 Z,
according to Eq. (4), we can get pz s�ð Þ 6Ptj;k2ETdbj;ke.

For the external WHILE loop, the number of rounds required to reach stability depends on the number of updates of ET.
When the internal WHILE loop reaches equilibrium, if only one subtask meets the completion condition, then the maximum
number of rounds required for the external WHILE loop to reach a Nash equilibrium is ml.

Since the number of rounds required for the external WHILE loop and the internal WHILE loop to reach stability has been

calculated, we can obtain that the maximum time complexity of the MSCTA game is O max m2l2n;m2nlpz s�ð Þ
� 	� 	

. Specifically,

in Algorithm 5, to obtain a set of valid candidate workers for each subtask, the required time is O nmlð Þ (line 2). To get a set of
executable tasks, the required time is O mlð Þ (line 3). In each round of the internal WHILE loop, there are at mostm executable
subtasks in ET, so that O mnð Þ time is required for the workers to select the best subtasks (lines 6–9). Moreover, since the
maximum number of rounds required for the internal WHILE loop to reach an equilibrium is pz s�ð Þ, we obtain that the time
complexity of the internal WHILE loop is O pz s�ð Þmnð Þ (lines 5–10). Then, O mð Þ time is required to update
flagj;k; Tp;Dj;a k < a 6 lð Þ;Wp and VC (lines 11–19). In addition, the maximum number of rounds required for the external
WHILE loop to reach stability is ml. In summary, the maximum time complexity of the MSCTA game is

O max m2l2n;m2nlpz s�ð Þ
� 	� 	

.

The result quality. To evaluate the quality of the result achieved by the MSCTA game, we can apply the following three
measures [40]:

� social optimum (OPT). OPT is the global maximum value of the objective function.
� price of stability (PoS). PoS is the ratio of the maximum value obtained in all Nash equilibrium solutions to the global max-
imum value, which indicates the upper bound of the ratio of the objective function value obtained by Nash equilibrium to
the global maximum value.
� price of anarchy (PoA). PoA is the ratio of the minimum value obtained among all Nash equilibrium solutions to the global
maximum value, which is the lower bound of the ratio of the objective function value obtained by Nash equilibrium to the
global maximum value.
Theorem 5. In the MSCTA game, the maximum value of PoS is 1 and the minimum value of PoA is Vmin tð Þ�num initð Þ
V eAp� � , where Vmin tð Þ is the

minimum profit obtained from any subtask that meets the completion condition in the initial assignment Ap;init and num initð Þ is the
number of subtasks that satisfy the completion condition in Ap;init .
Proof. We define the global optimal task-and-worker assignment as fAp , the assignment of the largest objective function
value in all Nash equilibrium solutions is represented as A�p. In addition, the total profit can be described as

V Ap
� � ¼ p Ap

� �
. Therefore, we can get OPT ¼ V fAp

� 	
P V A�p

� 	
. As a result, PoS ¼ V A�pð Þ

OPT � 1.

Since the internal WHILE loop is a potential game, we obtain that the profit increase of each worker is equal to the
increase in the total profit, and the total profit will continue to increase until a Nash equilibrium is reached. In addition, the
MSCTA game is based on the result of the greedy algorithm, and Ap;init is the initial assignment of the game algorithm, Vmin tð Þ
is the minimum profit obtained from any subtask that meets the completion condition in the initial assignment Ap;init and
num initð Þ is the number of subtasks that satisfy the completion condition in Ap;init . Therefore,
PoA ¼ V Ap;init
� �
OPT

P
Vmin tð Þ � num initð Þ

V fAp

� 	 : ð7Þ
The proof of the theorem has been completed.
7. Experimental study

In this part, we first describe the data sets used in our experiments, then introduce the approaches applied to solve the
MSCTA problem, and finally conduct experiments to measure the effect of different parameters on the results.
Table 4
Parameter Information of Real Data Set from [3].

Parameters Values

the number of subtasks, ml 5 k, 6 k, 8 k, 10 k
the number of workers, n 3 k, 5 k, 7 k, 9 k
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Table 5
Parameter Information of Real Data Set from [41].

Parameters Values

the budget for subtasks, b�; bþ
� �

[1, 5], [6, 10], [11, 15], [16, 20]

the start time range, a�; aþ½ � [0, 5], [0, 10], [0, 15], [0, 20]
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7.1. Data Sets

We test our proposed algorithm by applying synthetic and real data sets, and refer to [12] to set all parameters.
To test our algorithms, we use two real data sets from [3,41], and the default values of the parameters are in bold font in

Table 4 and Table 5, respectively. For the data set from [3], we extract part of the records of Chengdu, China, on November 11,
2016, including 10000 tasks and 9000 workers. For the Meetup dataset from [41], we extract records of Chicago in November
2017, containing 1000 workers and 1000 tasks.

For both real data sets, we use the positions of users and events to initialize the locations of workers and tasks in the

MSCTA problem, which are linearly mapped into a 0;1½ �2 space. We set every ten events to form a multi-stage complex task
and establish dependencies according to the start processing time of each task in both real data sets; the size of the skill uni-
verse jsj is set to 70. The waiting time wt of each event is randomly selected in 1;15½ � and ensures that the waiting time of a
subtask is longer than the subtasks it depends on. The velocity v of each worker is randomly distributed in the range of
0:001;0:01½ �; the maximum moving distance d of each worker is set as 0.2 and the cost of moving unit distance c is 10.
For the data set from [41], we test the impact of budget range b�; bþ

� �
and start time range a�; aþ½ � on the assignment results,

varing from 1;5½ � to 16;20½ � and 0;5½ � to 0;20½ �, respectively. The skills of workers and tasks are set according to the tags of
users and events in the data set. For the data set from [3], we test the impact of the number of workers and the number of
tasks on the assignment results, from 3 k to 9 k and 5 k to 10 k, respectively. Additionally, the number of skills required for
each subtask is randomly selected within 1;3½ � and each worker has one skill.

For the synthetic data set, the values of the parameters are shown in Table 6. Specifically, the locations of workers and

tasks are randomly generated in a 2D data space 0;1½ �2. For the tasks, the total number of the subtasks ml varies from
300 to 1200 at an increment of 300; the number of stages l contained in each multi-stage complex task changes from 3
to 6, and we set the dependency between subtasks based on the length of the waiting time. In addition, the number of skills
required for each subtask is randomly selected within the range of sk�; skþ

� �
, changing from 1;2½ � to 1;5½ �. Moreover, the start

time a and waiting time wt of each task are randomly distributed within the range of 0;20½ � and 20;30½ �, respectively. For
workers, the number of workers n varies from 500 to 2000, and the number of skills skmastered by each worker is randomly
selected within the range of 1;2½ �. Additionally, we generate the moving speed v of each worker to be randomly distributed in
the range of 0:001;0:01½ � and set the cost of moving unit distance c as 10. Moreover, the maximummoving distance d of each
worker varies from 0.05 to 0.4. For both workers and tasks, the size of the skill universe jsj is set to 70.

7.2. Approaches

In this subsection, we introduce the approaches applied to address the MSCTA problem. We compare the greedy algo-
rithm and the game algorithm with a baseline algorithm, called the MSSCG algorithm, which refers to the MSSC greedy algo-
rithm in [12].

Specifically, in each round of the greedy algorithm, the platform selects the best worker for each subtask according to the
assignment strategies mentioned in Section 5. However, the achieved assignment result is a local optimal solution, all
matching pairs are determined by the platform, and workers cannot choose independently. By contrast, in each round of
the game algorithm, workers can randomly select the best subtask according to their preferences until the algorithm reaches
a Nash equilibrium. Since we apply the greedy algorithm to initialize the result of the game algorithm, we abbreviate the
game algorithm as G G in our experiments. In addition, similar to the greedy algorithm, the MSSC G algorithm selects the
worker with the highest profit increase in each round, but ignores the dependency constraints between tasks, and does
not consider whether the task can meet the completion conditions.

In our experiments, we only change one parameter at a time, and the remaining parameters are set to the default values.
All of our experiments were run on an Intel Core i5-8400 CPU @2.80 GHz with 8 GB RAM.
Table 6
Parameter Information of Synthetic Data.

Parameters Values

the number of stages, l 3, 4, 5, 6
the number of skills for subtasks, jskj [1, 2], [1, 3], [1, 4], [1, 5]
the number of subtasks, ml 300, 600, 900, 1200
the number of workers, n 500, 1000, 1500, 2000
the maximum moving distance, d 0.05, 0.1, 0.2, 0.3, 0.4
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7.3. Experiments

7.3.1. Experiments on synthetic data set
For synthetic data, we analyze the effect of the following parameters on experimental results: the number of task stages l,

the number of skills jskj of each subtask, the number of subtasks ml, the number of workers n, and the maximum moving
distance d of workers.

Effect of the number of stages l. In Fig. 2(a), when l increases, the profits obtained by our algorithms decrease. With increas-
ing l, the number of executable subtasks included in ET decreases, resulting in fewer subtasks available for matching in each
round, and making many subtasks unable to be effectively matched due to the dependency constraint. In addition, we obtain
that the profit obtained by G G is more than the profit obtained by the greedy algorithm. Moreover, the profit obtained by the
greedy algorithm is smaller than that obtained by the MSSC G algorithm at first, and then is greater than that obtained by the
MSSC G algorithm when l is greater than 4.

In Fig. 2(b), with the increase of l, the running time of G G and the greedy algorithm decreases. Due to the fewer subtasks
included in ET, the time complexity of each round in our algorithms is lower, and the number of subtasks for valid matching
will be reduced due to the constraint of dependency. Since the MSSC G algorithm does not consider the dependency con-
straint, its running time remains unchanged.

Effect of the number of skills of each subtask. Fig. 3 presents the effect of the number of skills jskj on the results. It is
observed from Fig. 3(a) that when jskj�; jskjþ� �

changes from 1;2½ � to 1;5½ �, the profits obtained by our algorithms decrease.
The reason is that the increase in jskj�; jskjþ� �

makes it increasingly more difficult to meet the skill constraints of the sub-
tasks. In addition, it is observed from the figure that the profit obtained by G G is greater than the profits obtained by the
greedy algorithm and the MSSC G algorithm.

In Fig. 3(b), with increasing jskj�; jskjþ� �
, the running time increases for all of the algorithms. This is because with increas-

ing jskj�; jskjþ� �
, each subtask needs to be matched with more workers to complete, making the MSCTA problem more com-

plex and requiring more running time.
Effect of the number of subtasks ml. It is observed from Fig. 4(a) that the profits obtained by our methods increase when ml

increases from 300 to 1200. The reason is that the increase in ml allows more subtasks to be assigned to the workers, result-
ing in higher profits. In addition, the profit obtained by G G is the most, followed by the greedy algorithm, and the MSSC G
algorithm gets the least profit.

As shown in Fig. 4(b), the running time of each algorithm increases with increasing ml. This is because the more subtasks
cause the MSCTA problem to be more complicated, and more time is required to complete the matching of tasks and work-
ers. Moreover, the running time of the MSSC G algorithm is shorter than that of G G but is longer than that of the greedy
algorithm.

Effect of the number of workers n. Fig. 5 shows the impact of n changing from 500 to 2000. As observed from Fig. 5(a), the
profit obtained by our approaches increases with increasing n. The reason is that when n increases, each subtask has more
options to match better workers. However, because the number of subtasks is given, we can deduce that when n increases to
complete all subtasks, the profit will remain stable. Compared with G G, the greedy algorithm obtains lower profit. In addi-
tion, the profit obtained by the greedy algorithm is almost equal to that obtained by the MSSC G algorithm at first, and then is
greater than that obtained by the MSSC G algorithm when n is greater than 1500.

An examination of Fig. 5(b) shows that the running time of all algorithms increases with increasing n, and the reason for
this trend is similar to that of the trend observed in Fig. 4(b). The greedy algorithm has the least running time, followed by
the MSSC G algorithm, and G G has the longest running time.

Effect of the maximum moving distance of workers d. As shown in Fig. 6(a), when d increases from 0:05 to 0:2, the profits
obtained by our algorithms increase, and then when d further increases from 0:2 to 0:4, the profits tend to be stable. The
reason is that, when d increases from 0:05 to 0:2, each subtask has more options to match better workers, so the profit
Fig. 2. Effect of the number of stages.
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Fig. 3. Effect of the number of skills.

Fig. 4. Effect of the number of subtasks.

Fig. 5. Effect of the number of workers.

Z. Liu, K. Li, X. Zhou et al. Information Sciences 586 (2022) 119–139
increases. However, since the number of subtasks has been given, the number of tasks that each worker can choose will not
continue to increase with increasing d, so the profit remains stable when d further increases from 0:2 to 0:4. In addition, G G
obtains the most profit, followed by the greedy algorithm, and the MSSC G algorithm obtained the least profit.

It is observed from Fig. 6(b) that the running time of our algorithms first increases with increasing d and then tends to be
stable. The reason for this trend is similar to that observed in Fig. 6(a). When d increases from 0:05 to 0:2, each subtask has
more options to match better workers, so the MSCTA problem becomes more complicated, and the running time of our algo-
rithms increases. However, when d further increases from 0:2 to 0:4, the number of subtasks that each worker can choose
will not continue to increase with increasing d, so the running time of our algorithms remains stable.
7.3.2. Experiments on real data sets
For the real data set from [41], we analyze the effect of the budget range b�; bþ

� �
and the range of start time a�; aþ½ � on

experimental results.
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Fig. 6. Effect of the maximum moving distance.

Fig. 7. Effect of the budget range.
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Effect of the budget range b�; bþ
� �

. Fig. 7 illustrates the influence of the budget range b�; bþ
� �

from 1;5½ � to 16;20½ �. It is
observed from Fig. 7(a) that the profits obtained by all algorithms increase with the increase of the budget. This is because
the increase in b�; bþ

� �
can attract more workers to complete tasks and generate more profit. Moreover, we also find that the

profit obtained by the greedy algorithm is greater than that obtained by the MSSC G algorithm, but is less than that obtained
by G G.

An examination of the results presented in Fig. 7(b) shows that the running time of G G increases obviously with the
increase of b�; bþ

� �
, while the running time of the greedy algorithm increases slightly. The reason is that, with an increase

in b�; bþ
� �

, each subtask has more options to match better workers, making the MSCTA problem more complex and increas-
ing the running time of our algorithms. Moreover, the greedy algorithm has the least running time, followed by the MSSC G
algorithm, and the running time of G G is the most.

Effect of the range of start time a�; aþ½ �. Fig. 8 depicts the experimental results of a�; aþ½ � from 0;5½ � to 0;20½ �. In Fig. 8(a),
with the increase of a�; aþ½ �, the profit received by our algorithms decreases. Because the increase in a�; aþ½ � disperses the
Fig. 8. Effect of the range of start time.
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distribution of subtasks and workers over time, it is difficult to match enough workers to complete the subtasks. Moreover, it
is observed that G G obtains the highest profit, followed by the greedy algorithm, and the MSSC G algorithm gets the least
profit.

An examination of Fig. 8(b) shows that as a�; aþ½ � increases, the running time of G G decreases. The reason is similar to
that for the results presented in Fig. 8(a); namely, the increase in a�; aþ½ � disperses the distribution of the subtasks and work-
ers over time, which implies that the strategic space of each worker becomes smaller and that the complexity of the MSCTA
problem is reduced, thereby reducing the running time of our algorithms. In addition, we observed that the running time of
the MSSC G algorithm is more than that of the greedy algorithm.

For the real data set from [3], we analyze the effect of the number of subtasks ml and the number of the workers n on
experimental results.

Effect of the number of subtasks ml. It is observed from Fig. 9(a) that the profit obtained by our methods increases when ml
increases from 5000 to 10000. The profit obtained by G G is the most, followed by the greedy algorithm, and the MSSC G
algorithm gets the least profit. The reason is similar to that for the results presented in Fig. 4(a).

As shown in Fig. 9(b), the running time of each algorithm increases with increasing ml. The running time of the MSSC G
algorithm is shorter than that of G G but is longer than that of the greedy algorithm.

Effect of the number of workers n. Fig. 10 shows the impact of n changing from 3000 to 9000. As observed from Fig. 10(a),
the profit obtained by our approaches increases with increasing n, and then gradually stabilizes. The reason is the same as
described in Fig. 5(a). Compared with G G, the greedy algorithm obtains a lower profit, but its profit is greater than that of the
MSSC G algorithm.

An examination of Fig. 10(b) shows that the running time of all algorithms increases with increasing n. The greedy algo-
rithm has the least running time, followed by the MSSC G algorithm, and G G has the longest running time.

According to the results of the above experiments, we summarize our findings as follows: 1) G G obtains greater profit
than the greedy algorithm and the MSSC G algorithm but requires the longest running time; and 2) the profit obtained
by the greedy algorithm is less than that obtained by G G, but its running time is the shortest among all algorithms.
Fig. 9. Effect of the number of subtasks.

Fig. 10. Effect of the number of workers.
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8. Conclusion

In this paper, we propose a new problem in spatial crowdsourcing, that is, the multi-stage complex task assignment
(MSCTA) problem, where each task is composed of multiple complex subtasks (or stages) with dependencies. The purpose
of the MSCTA problem is to allocate workers to multi-stage complex tasks to gain the maximal total profit. In addition to the
constraint of dependency, this problem is also constrained by the maximal working area, skills, budget, and deadline. We
first demonstrate that the MSCTA problem is NP-hard and then propose a greedy algorithm and a game algorithm to solve
this problem. Finally, we have conducted many experiments to demonstrate the efficiency of our algorithms. In future work,
we will further study the influence of workers’ preferences on the MSCTA problem, and consider how to combine with the
proposed algorithms when multiple preferences exist at the same time. In addition, we also plan to schedule workers in
advance by predicting where and when tasks will appear, so that tasks can be completed more efficiently.
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