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Abstract
Entity event deduplication is the task of identifying all duplication entity events that have described the same entity within a set
of events. However, the traditional entity event deduplication method has two challenges. First, the traditional method usually
used global comparison when finding the duplication entity event, are all entity events in the dataset need to be compared,
leading to low performance. Second, when the entity event evolves, the traditional method does not identify it well and reduces
the effectiveness. To address these two problems and improve the performance and effectiveness, we propose a two-stage
deduplication method based on graph node selection and optimization (TS-NSNO) strategy. In the first stage (TS-NS), we
propose a graph node selection strategy, which transforms the global comparison into a local comparison by selecting the
leader node, greatly reduces the number of calculations and improves the performance. In the second stage (TS-NO), we
propose a graph node optimization strategy, by combining the spatiotemporal distance and entity event importance change
of the event evolution, which optimizes the entity event with incorrect judgment to improve the effectiveness. We conduct
extensive experiments on real entity event datasets of different sizes, and the results show that our method performs better in
terms of performance and effectiveness.

Keywords Deduplication · Entity event · Event evolution · Entity event connected subgraph

1 Introduction

1.1 Motivation

With the exponential growth of news media, huge numbers
of text documents exist, which often report similar infor-
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mation about the same entity. Therefore, in text document
analysis, there is a large amount of duplication in event infor-
mation extractedby the event extraction technology (Liu et al.
2016; Jadhav and Rajan 2018; Han et al. 2018). Given these
large amounts of similar event information, event dedupli-
cation becomes an important operation. In general, entity
event deduplication is the task of identifying all duplication
entity events that describe the same entity within an event set,
for example,“Due to the illegal use of personal information,
Chinese regulators ordered the deletion of another 25 Didi-
related applications”, and “Administration of China ordered
the Didi app removed frommobile app stores in China due to
its illegal collection of customer data”. Both of these exam-
ples are related to news of the Didi app being removed from
a platform, and although one is from the perspective of users
and the other is from the perspective of the government,
they are still the repeated entity events. Repetitive informa-
tion wastes time for decision-makers and may affect some
decisions. Therefore, how to accurately and efficiently dis-
tinguishing entity events, which have different expressions
but the same meaning, is an urgent problem to solve.
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Fig. 1 Entity event evolution

In recent years, some researchers have described a
few deduplication methods of entity events. The initial
entity event method was based on sentence representation
(McConky et al. 2012; Sharapova andSharapov 2019),which
judgedwhether the entity eventswere repeatedmostly by cal-
culating the similarity between the description sentences of
the entity events. However, this method was too simplistic
and could not express the complete meaning of entity events,
so the deduplicaton effect of this method was poor. Thus,
other more accurate expression methods were proposed that,
based on attributes, could improve the expression of entity
events (UzZaman and Allen 2010; Fedoryszak et al. 2019),
and they work better than the method based on sentences.
However, these methods do not consider the relationship
between entity events. Therefore, another approach is graph-
based representation (Chen 2010; Schinas et al. 2015; Liu
et al. 2018). In thismethod, the relation between entity events
is added, which allows the deduplication method effective-
ness to reach a new level. However, the method involves
calculating the similarity between graphs, which involves
high complexity and cannot fulfill real-time deduplication
requirements, and it does not consider entity event evolution.
Entity event evolution is shown in Fig. 1, and in this series of
events, the first two events are repeated for the third event.
However, there is no corresponding event evolution feature
of judgment, which makes it impossible to judge repetition.
To balance and optimize the performance and effectiveness,
in this paper, we combine the entity event evolution of sen-
tences and attributes and construct a two-stage deduplication
method based on graph node selection and optimization strat-
egy.

1.2 Our contributions

In response to the above problems, this paper describes a
two-stage entity event deduplication method based on graph
node selection and optimization strategy, which can effec-

tively improve performance and effectiveness. The first stage
is the graph node selection strategy, which aims to improve
the deduplication performance and realizes real-time dedu-
plication detection. In this stage, we first construct entity
event connected subgraph from the historical data and use
the node clustering coefficient to select the leader node set
of each subgraph. By selecting the leader node set, the com-
putation can be greatly reduced, and high performance can
be achieved. Second, we consider the relationship between
the attributes of the entity event to modeling and improve the
effectiveness of the deduplication method. The second stage
is the graph node optimization strategy, whose main purpose
is to improve the effectiveness of the deduplication method.
In this stage, event evolution factors are considered for mod-
eling and to improve the effectiveness (Yang et al. 2009). Our
contributions to this paper are summarized as follows:

• We construct a node selection strategy that adopts the
node clustering coefficient to select the leader node to
reduce the complexity of the deduplication method and
achieve the purpose of real-time deduplication detection.

• We propose a node optimization strategy, which models
through event evolution to comprehensively improve the
effectiveness of the deduplication method.

• Wedesign a two-stage deduplicationmethod,which aims
to find duplication entity events. The experimental results
show that this method can quickly and accurately obtain
entity information, and provide nonrepeat information
for follow-up tasks and customers.

The rest of this paper is organized as follows. In Sect. 2,
we review the related works of entity event deduplication.
Then, we introduce the definition and problems related to
this paper in Sect. 3. In Sect. 4, we will describe the dedu-
plication method in detail. Section5 describes how to create
a dataset, select and experimentally analyze and display rel-
evant experimental environment configuration parameters.
Finally, the conclusion of our contributions and a discussion
of future work are presented in Sect. 6.

2 Related work

In terms of granularity, text deduplication techniques can
be divided into two types: full-text deduplication techniques
and event deduplication techniques. Full-text deduplication
techniques are specifically used for near-duplicate detection,
which is a coarse-grained deduplication technique. A com-
mon approach of this form is fingerprinting (Broder 1997;
Charikar 2002) and hash techniques (Manku et al. 2007;
Arun and Sumesh 2015). Compared with text deduplication,
event deduplication is a more fine-grained text information
duplication detection method. It better satisfies the current
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demand for refined information. This paper is based on the
perspective of events to study deduplication.

In recent years, many researchers have proposed related
researchmethods for event deduplication. Thesemethods are
usually divided into three categories by means of representa-
tion of the event: sentence-based representation (McConky
et al. 2012; Sharapova and Sharapov 2019; Liu et al. 2016),
attribute-based representation (UzZaman and Allen 2010;
Fedoryszak et al. 2019; Tomadaki and Salway 2005), and
graph-based representation (Chen 2010; Schinas et al. 2015).

Sentence-based:This type ofmethod ismainly used to cal-
culate the distance between the description sentences of the
event (e.g., edit distance, semantic distance, etc.) and obtain
the similarity. McConky et al. proposed two kinds of event
deduplication algorithms based on sentences (McConky et al.
2012). The first method extracted word combinations of spe-
cific parts of speech from event description statements by
rules and then judged whether the event was repeated based
on word combinations. The second method combined the
semantic role of keywords for deduplication events based on
the first method. The method based on sentence represen-
tation is simple in logic and does not consider the complex
event attributes, so the effectiveness of deduplication is gen-
eral.

Attribute-based: This kind of method calculates the
attributes of the events that have been extracted to obtain the
similarity between the attributes. Uzzaman et al. first defined
attribute templates for different types of events, then popu-
lated event attributes through extraction methods, and finally
deduplicated events through similarity calculation of event
attributes (UzZaman and Allen 2010). Tomadaki et al. took
the weight of different attributes into account for an event
deduplication (Tomadaki and Salway 2005). Compared with
the method based on sentence representation, the method
based on attribute representation has better deduplication
effectiveness, but the method relies on the extraction of event
attributes, which has a high complexity and low deduplica-
tion efficiency. In addition, the expression form is simple,
without considering the relationship between attributes.

Graph-based: In this method, the attributes of events are
represented by nodes, the relationship between attributes is
represented by the weight of edges, and then the event is
deduplicated by calculating the similarity between graphs.
Wang et al. described a method based on graph representa-
tion, constructed the graph representation of events through
the proposed attribute similarity calculation equation, and
then completed event deduplication through the calculation
of graph similarity (Schinas et al. 2015). Based on the graph
representation, Liu et al. considered the weight of differ-
ent attributes and introduce GCN when calculating similar
attributes to improve the effectiveness (Liu et al. 2018). This
method has a better effectiveness, but it has higher complex-
ity and poor deduplication efficiency, which cannot meet the

requirements of real-time deduplication. At the same time, it
is extremely time-consuming to compare each of the events,
leading to a prohibitive O(n2) time complexity, where n is
the number of documents.

Therefore, we propose a two-stage deduplication method
based on graph node selection and optimization strategy. Our
method uses graphs to gather similar events together and
strategies to reduce the amount of calculation to improve
the performance of deduplication. We use event evolution
modeling to improve the effectiveness of event deduplication.
Since event extraction is a mature subtask in the field of NLP
and the main research object of this paper is deduplication,
it will not be described extensively (Han et al. 2018; Hossny
et al. 2020; Zhang et al. 2011).

3 Preliminaries

In this section, we put forward some necessary prerequi-
site knowledge to correctly understand our proposedmethod,
because some of the concepts used are recent and meaning-
ful. We define the entity event, describe the concept of the
entity event-connected subgraph, and clarify why the above
concept is proposed.

3.1 Entity event

An event is a specific action or measurement that occurs at
a specific time and place, and it is defined as a five-tuple,
which includes trigger words, subjects, objects, times, and
locations (Zhang et al. 2011). Entities are concepts that have
an identifier, and they are composed of a set of attributes and
relationships to other concepts, such as the person names,
organizations, locations, etc. From news reports and the def-
inition of events, an event not only revolves around one entity
but can also describe multiple entities at the same time. For
example, in Fig. 1, event C describes multiple entities. When
performing event deduplication for multiple entity events, it
is impossible to accurately provide messages to the entity,
resulting in the delay or omission of entity messages.

Therefore, this paper raises a definition for the entity event
based on the need for precise deduplication. Through the
entity event, we can obtain the relevant events of the entity
more comprehensively (Ai et al. 2021).

Definition 3.1 (Entity Event) Occurring at a particular time
or place with one role as the primary entity and the remaining
entities in participating roles, called an entity event. Con-
sisting of one or more actions and representing a change in
action or state. If the event describes multiple entities, there
is a separate agent event for each entity. An entity event is
represented by the symbol E, and the specific expression as
follows:
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E = (W , S,C, O, T ). (1)

In the Eq. (1), W (word) represents the trigger word set,
S (sentence) represents the set of sentences containing the
triggerword,C (entity) represents an entity of an entity event,
O (object) represents the set of objects participating in the
entity event, and T (time) represents the time of the entity
event. Example C of Fig. 1 contains three entity events.

It can be concluded from the definition of the entity event
that an event can containmultiple entity events, andone entity
event can only belong to one event. The entity event makes
the information for each subject more complete. An entity
event is also an event in nature, so this paper can use the
event extraction method to extract it and then draw out all the
entity events in the event according to Definition 3.1 (Han
et al. 2018).

This paper adopts the method of combining sentence
representation with the based on attributes representation
and optimizes and adjusts the characteristics of financial
news. How to extract the attributes of the entity event from
the unstructured text is not the research content of this
paper. Additionally, individual attributes can be omitted, but
usually, a complete entity event representation, the three
attributes of an entity, time and place, are all complete.

3.2 Entity event connected subgraph

Graph-based deduplication methods are similar to graph-
based clustering. For example, there are some data points,
our goal is to group the same data points into the same group,
and the different data points into different groups. The graph-
based processing method is the problem of converting data
into a graph or modeling a real application as a graph, where
vertices represent data points, and edges represent relation-
ships between data points. This kind of graph has different
forms, such as connected graphs, K-nearest neighbor graphs,
and bipartite graphs (Chen 2010).

Most of the current duplication detection methods com-
pare each pair of objects, leading to a prohibitive O(n2)
time complexity (Zhang et al. 2016). Therefore, researchers
have begun to optimize repeated detection methods, such
as text document similarity graphs (Ge et al. 2019). The text
documents in the graph are similar when there is an edge rela-
tionship and use theminimum vertex coverage to calculate to
reduce the amount of calculation. However, the granularity
of the text document similarity graph is large and cannot be
used in entity event deduplication. Therefore, this paper pro-
poses a concept of an entity event connected subgraph and
optimizes the performance of the algorithm through node
selection strategies (Ai et al. 2021).

Definition 3.2 (Entity Event Connected Subgraph) When
repeated entity events of the same entity are connected as

Fig. 2 Entity event connect subgraph

a connected subgraph, they are called entity event connected
subgraphs. Among them, the node is the entity event, and
the edge is the relationship between the entity events. The
equation is expressed by

Gc = (V , A) {E ∈ V | E (C) = c} . (2)

In Eq. (2),V represents the entity event set, the entity event
is c, and A is the relationship between the entity events in this
set. The constraint condition indicates that when entity event
E belongs to connected subgraph Gc, the entity of the entity
event is c. Gc represents a connected subgraph under current
entity c.

According to Definitions 3.1 and 3.2, there are multi-
ple connected subgraphs under entity c, as shown in Fig. 2.
Therefore, we denote all connected subgraphs under entity c
as a set Dc, whose expression is shown in Eq. (3) as follows:

Dc =
{
Gc

1,G
c
2, . . . ,G

c
q

}
(q = 1, 2, . . .) . (3)

The entity event connected subgraph is shown in Fig. 2.
There are three connected subgraphs of A, B, andC, and they
all have the same entity c. The entity events in the subgraph
are repeated, such as A1 and A2 being repeated, and C1 and
C2 also like this. The entity events in different subgraphs are
not repeated, such as A1 and C1. In general, when the entity
events have an edge relationship or are in the same connected
subgraph, they are repeated; otherwise they are not repeated.

4 The proposedmethod

In this section, we present the basic step for a two-stage dedu-
plication method based on a graph, which is the construct
graph and comparison of two arbitrary events. Specifically,
we first outline our proposed framework to easily under-
stand the overall process in Sect. 4.1. In Sects. 4.2 and 4.3, we
describe the first stage and the second stage in detail. At the
same time, we also explain why these methods are proposed
and give a code description of the method.
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Fig. 3 Process framework

4.1 TS-NSNO description

In this paper, we propose a two-stage deduplication frame-
work, termed TS-NSNO, which aims to improve the dedupli-
cation method’s performance and effectiveness. We describe
the stages of the TS-NSNO method and model them mathe-
matically.

As shown in Fig. 3, we first represent and vectorize the
entity event and use TF-IWF to complete this step. The solid
wireframe in the figure represents the main steps of TS-
NSNO. The first stage is the node selection strategy, which
mainly includes two steps. In the node selection step, we
select the leader node set of the connected subgraph. The pur-
pose is to reduce the number of deduplication calculations in
the second step, which is to directly reduce the complexity
of the algorithm. In the deduplication calculations step, we
establish an entity event attribute correlationmodel and com-
bine it with similarity to judge the event similarity, which can
improve the effectiveness of the deduplication method.

The second stage is the node optimization strategy, which
consists of two steps: node optimization and graph updating.
The node optimization step mainly includes two modeling
processes. Therefore, we establish the temporal and spatial
distance model and the importance degree model through
event development factors. Through the node optimization
step, we can optimize the connection to the entity event that
has been detected and can obtain the entity event more accu-
rately and raise the recall. In the graph updating step, we
update and calculate the leader nodes of the entity event new
connected subgraph so that the next detection can perform
the calculation in the latest environment to ensure the time-
liness of the message. According to the proposed two-stage
strategy, this paper forms a two-stage deduplication method
based on graph node selection and optimization. We will
introduce each stage in detail in the following sections.

4.2 The first stage: node selection

In the first stage, we first proposed selecting the leader node
by the node clustering coefficient (Watts and Strogatz 1998),
and second, we adopted a new deduplication calculation
method that combines the event similarity with the event
attribute correlation. The complete schematic diagram of the
first stage is shown in Fig. 4. As shown in the figure, when the

Fig. 4 The first stage process

entity event Ec of the red node to be detected occurs, our first
step is to read historical data to find all connected subgraphs
under the current entity c. Second, we will select the top-K
leader nodes according to the calculated node aggregation
coefficient. We assume that the number of leader node sets
top-K is 2, and there are two connected subgraphs of X and
Y. Completing this step, we can see from the figure that the
orange node is the first leader node, the yellow node is the
second leader node, and the green nodes are not leader nodes.
Third, the entity event Ec is calculated separately with the
leader node set of each connected subgraph. Through calcu-
lation, we find that the entity event Ec is more similar to the
leader node in the connected subgraph Y, so we connect it
with the Y. We will introduce the specific calculation process
in the next two subsections.

4.2.1 Leader node selection

In a subgraph, the leader node can representmost of the infor-
mation of the subgraph. Therefore, the event deduplication
model can reduce a large number of unnecessary calculations
through the subgraph leader node selection strategy, thereby
improving the performance of event deduplication. The tradi-
tional method needs to calculate the similarity with all nodes
in all subgraphs. After introducing the subgraph leader node
selection strategy, it only needs to calculate with the top-K
leader nodes in all subgraphs.

This paper intends to use the node clustering coefficient to
select the leader node of the subgraph. The node clustering
coefficient mainly indicates the closeness of the node and
the neighbor node. The larger the coefficient value is, the
closer the connection between the node and the neighboring
node, and vice versa. An undirected graph can be expressed
as Gc = (V , A), where V represents the set of all nodes, A
represents the set of all edges, and the edge a = (u, v) ∈ A
represents the interconnection between node u and node v.
The neighbor set N(u) of node u is a group of nodes, which
can be expressed by

N (u) = {v ∈ V | (u, v) ∈ A} . (4)
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Fig. 5 Leader node selecting

Based on the neighbor set of the node, the node clustering
coefficient is expressed byNC(u), and the specific expression
is shown in the following Eq. (5) by

NC (u) =
∑

x∈N (u)

Zu,x

deg (x) + 1
. (5)

In Eq. (5), Zu,x represents the number of triangles actually
formed by edge a(u, x) and neighboring nodes, and deg(x)
represents the degree of node x. a(u, x) represents the influ-
ence of node v on neighboring nodes. The higher the value
of a(u, x), the stronger the leadership of node v to neigh-
bors.

As shown in Fig. 5, if the K value is 2, red node 1 has
the largest clustering coefficient value. Therefore, node 1 is
the top-1 leader node of the subgraph, followed by green
node 6, which is the top-2 leader node of the subgraph. By
adjusting the K value, the size of the lead node of the sub-
graph can be adjusted to ensure that the model can represent
from rough to fine the characterization information of sub-
graphs.

From Eq. (5), the node clustering coefficient of each node
of each connected subgraph can be obtained. According
to the node clustering coefficient, the top-K leader nodes
are selected. The set of leader nodes in each subgraph is
expressed as follows:

Dc
q = {gc1, gc2, gc3, . . . , gcn}(n = 1, 2, . . . , q). (6)

In Eq. (6), c represents an entity. n represents a connected
subgraph under the entity, and the value range is (1, 2, 3,...,
K). K represents the number of leader nodes. The Dc

q set
represents K leader nodes of the n-th connected subgraph
under entity c.

4.2.2 Deduplication calculation

In the first deduplication calculation, we combine the entity
event similarity and the entity event correlation tomake judg-

ments. First, we calculate the similarity between the entity
event pairs according to the literature (Wang et al. 2020).
The equation for calculating the similarity between the entity
event pair is as follows:

FS(Ec, V c
qk) = Ec · V c

qk

‖Ec‖
∥∥∥V c

qk

∥∥∥
. (7)

In Eq. (7), Ec represents the vectorized entity event to be
detected, and Vc

qk is the k-th leader node in the set of leader
nodes of the q-th connected subgraph and belongs to the set
Dc
q . FS is the similarity between two entity events. When the

value of FS is greater than the set threshold, it means that the
two entity events are similar, and vice versa.

However, there are some shortcomings in the calculation
of similarity and the accuracy of the deduplication method
is low. It cannot capture the similarities and differences
between words in detail, and there are some noise words in
the sentence. Therefore, we propose amethod to calculate the
correlation of events according to the feature word attributes
of events, to reduce the wrong judgment and improve the
deduplication effectiveness.

We can analyze the attribute trigger words of entity
events, and find that there are many different grammars (e.g.,
homonyms, heteronyms) or spelling orders (e.g., word order,
expression, part of speech) in the trigger words. When these
differences are present in vectorized sentences, the differ-
ence is very large, which leads to the low accuracy of the
deduplication method based only on the similarity. There-
fore, we analyze the trigger words and propose the concept
of feature word mapping and modeling. When the trigger
words are mapped to the same feature word, we consider
these trigger words to be synonyms. One trigger word can
only be mapped to one feature word, but one feature word
can correspond to multiple trigger words. Therefore, this
paper constructs a feature lexicon Le, which contains trigger
words Wx , feature words ly and the mapping relationship
between them, and our mapping relationship is as follows:

f : Wx → ly . (8)

In financial news, if the trigger words of the two entity
events in comparison belong to the same feature words, it
describes the same entity event. Second, if the trigger words
of the two entity events compared do not belong to the same
feature words, they are not described in the same feature
word. Through the analysis of financial news, it is found that
the mapping of trigger words and feature words can distin-
guish the differences between feature wordsmore accurately.
Therefore, this paper analyzes the feature word attributes of
the entity event and models an entity event attribute correla-
tion model with the following expression:
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FW =
f
(
ly (Ec) ∪ ly

(
V c
qk

))

f
(
ly (Ec) ∩ ly

(
V c
qk

)) . (9)

In Eq. (9), the function of f is to record the number of sets.
ly(Ec) represents the mapping feature word set of the current
entity events, and V c

qk represents the mapping feature word
set of the leader nodes. The numerator represents the sum of
the characteristic coefficients of the two entity events having
the same category. The denominator represents the sum of
all the category characteristic coefficients of the two entity
events. The higher the relevance of the trigger words, the
more similar feature words, and the closer the FW value is
to 1; vice versa, the closer it is to 0. Therefore, when the FW
falls within the set threshold interval, the attribute correlation
between the two entity events is high, and vice versa.

From Eqs. (7) and (9), the similarity and the correlation
between the entity event pairs can be obtained. The judgment
is as follows:

• If both FS and FW of the two entity events are greater
than the threshold, then the two entity events are repeated;

• If the FS or FW of the two entity events is less than the
threshold, then the two entity events are nonrepeated.

A detailed example of the algorithm is shown below in
Algorithm 1.

4.3 The second stage: node optimization

In the second stage, we establish the temporal and spatial
distance model and the importance degree model through
event development factors. The detailed process of the spe-
cific strategy is shown in Fig. 6. First, the input of the second
stage strategy is the output of the first stage, andwe only need
to optimize the updated connected subgraph. Second, we per-
form optimization calculations on the leader node connected
to the red node. As shown in the figure, the red node is con-
nected to the yellow and orange nodes, sowe need to perform
optimization calculations on them. Third, we can see from
the figure that there is no development between events, so the
original graph structure is returned. If development occurs,
the connection to the node is deleted. If both the entity event
and the connected leader node are developed, then all the
relationships of the entity event will be deleted, and a new
connected subgraph will be established. Finally, we update
the graph in the database, calculate the node clustering coef-
ficient of all nodes in the updated graph, and return to our
label.

Algorithm 1 : TS-NS Algorithm
Input:
The entity event data set of N samples, D;
Formula symbols: NC(v); FS(x, y); FW (x, y);
Parameters:
Feature word correlation threshold δ,
Sentence similarity threshold z ,
Number of leader nodes topk .

Output:
v(Ec

p, V
c
qk), Edges constructed between nodes;

yi , duplication label;

while true do
Dc ← D projected according to the history entity c
for all Gc

q ∈ Dc do
NC(v) ← ∑

x∈N (v)

Z(v, x)/(deg(x) + 1)

Dc
q ← Node_Selection(NC(v),Gc

q , topk)
end for
for all V c

qk ∈ Dc
q do

Ec ← The current calculation node
SenSim ← FS(Ec, V c

qk)

FeaRela ← FW (Ec, V c
qk)

if FeaRela ≥ δ and SenSim ≥ z then
v(Ec, V c

qk) ← 1 (Gc
q ({..., Ec, V c

qk}, v))

yi ← True
end if

end for
end while
return v(Ec

p, V
c
qk) , yi

Fig. 6 The second stage process

4.3.1 Deduplication optimization

According to the first stage, entity events Ec are connected
with similar leader nodes to form a new connected subgraph.
However, the relationship between these nodes is not nec-
essarily similar. When the entity event develops, that is the
event has changed and the degree of importance has changed,
it cannot be identified in the first stage. Therefore, we need to
detect and optimize the connected nodes to make the effec-
tiveness of this method reach a better state.

Combining the judgment of event development in the lit-
erature (Huang et al. 2014), we establish the temporal and
spatial distancemodel and the importance degreemodel. The
temporal and spatial distance between the two entity events
is used to determine whether the space of the entity event has
changed and the degree of change. We define the temporal
and spatial distance of the entity events Ec andDc

q as SP. The
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calculation method of SP is as follows:

SP = exp

(
−γ × d

(
ti , t j

)

T

)
. (10)

In Eq. (10), ti and t j respectively represent the occur-
rence times of entity events Ec and Vc

qk , respectively, T is
the time interval value set to take historical data, and λ is the
time attenuation coefficient. The parameters of T and λ are
changed in pairs to control the error caused by the excessively
large time difference, and their values will be introduced in
detail in the experiment see Sect. 5 for details, d

(
ti , t j

)
rep-

resents the time difference between two entity events and
the time difference between two entity events is shown as
follows:

d
(
ti , t j

) =
{
ti − t j ,

(
i f : ti ≥ t j

) ;
0,

(
i f : ti < t j

)
.

(11)

When there is a time difference between the two entity
events, the temporal and spatial distance between the two
entity events can be calculated. If SP is between (0, U), then
the two entity events produce temporal and spatial distance
and the entity event to be detected is developing. If SP is
between (U, 1), then the two entity events do not produce
temporal and spatial distance. When there is no time differ-
ence between the two entity events, the temporal and spatial
distance SP value is 1.

Although the temporal and spatial distance allows us to
judge whether an event develops by the time it occurs, an
entity event episode may appear over a temporal interval.
Therefore, we also need to use the model of the degree
of importance of the development of the event to judge.
According to (Fedoryszak et al. 2019), the feature word list
is manually graded to classify the importance degree. The
importance degree of each feature word is classified under
the first-level label. Second, the importance degree of event
attributes is compared. The importance degree of an entity
event is represented by r, and the importance degree of the
entity event attribute of detected and connected subgraphs is
rated. The specific calculation equation is as follows:

SI = r
(
ly (Ec)

)

r
(
ly

(
V c
qk

)) . (12)

In Eq. (12), ly (Ec) represents the importance value of the

attribute of the entity event to be detected, ly
(
V c
qk

)
on behalf

of the entity events connected to the subgraph of the nodes in
the attribute importance value. SI represents the change in the
importance of two entity events and is detected by calculating
the importance values of all attributes. When the importance
degree value r of the entity event is obtained, the change in

their importance degree is obtained by calculating the ratio
of the two entity events. If SI is greater than or less than 1,
the importance of the two entity events changes. Otherwise,
the importance of the two entity events does not change.

From Eqs. (10) and (12), the temporal and spatial distance
between the entity event pair and the change in importance
degree can be obtained. Combining the two models to make
repeated judgments are as follows:

• IfSP iswithin the set threshold intervaland SI is not equal
to 1, then the current two entity events have evolved;

• If SP is not within the set threshold interval or SI is equal
to 1, then the current two entity events have not evolved.

The detailed algorithm is shown in Algorithm 2.

Algorithm 2 : TS-NO Algorithm
Input:

v(Ec
p, V

c
qk), Edges constructed between similar nodes;

SpaceT imeDistance, space time distance parameter;
yi , duplication label;

Output:
ŷi two stage duplication label;
if v(Ec

p, V
c
qk) == 1 then

ti ← Occurrence time of node Ec
p time

t j ← Occurrence time of node V c
qk time

if ti − t j ≥ 0 then
d(ti , t j ) ← ti − t j

else
d(ti , t j ) ← 0

end if
SP ← exp(−λ × d(ti ,t j )

T )

SI ← ∑n
1 r(E

c
p)/

∑m
1 r(V c

qk)

if SP ≤ SpaceT imeDistance and SI 
= 1 then
v(Ec

p, V
c
qk) ← 0

yi ← False
end if

end if
return ŷi

4.4 Complexity analysis

One of the main goals of this method is to improve the effi-
ciency of deduplication, so we analyze the time complexity
of this method.

Assumption: First, suppose that there are d entity events in
this dataset, and they all belong to the same entity.When con-
structing the subgraph, the number of leader nodes selected
is K, and K≤d.

Analysis: Since different deduplication methods require
calculations on the content of the entity event, we do not
consider it, only the number of calculations. In the first stage,
when d pieces of data are nonrepetitive data, this time has
the worst time complexity; then d subgraphs are constructed,
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and the maximum time complexity is:

Ofirst-max = O (d × (d − 1)) = O
(
d2

)
, (13)

when d pieces of data are repetitive data, this time has
the worst time complexity; then, only one subgraph is con-
structed, and the minimum time complexity is:

Ofirst-min = O (d × k) = O (d) . (14)

The second stage is to optimize the connected nodes. In a
subgraph, it is calculated at mostK times, and k is a constant.
At this time, the maximum time complexity is:

Osecond = O (d × k) = O (d) . (15)

Therefore, the worst time complexity of the TS-NSNO
algorithm proposed in this paper is shown in Eq. (16) as
follows:

OTS-NSNO-max = Ofirst-max + Osecond

= O
(
d2

)
.

(16)

The best time responsibility is shown in Eq. (17) as fol-
lows:

OTS-NSNO-min = Ofirst-min + Osecond

= O (d) .
(17)

According to the investigation of news reports, there are
approximately 60% to 80% repetitions on the Web. We
assume that the repetition rate is B, so the time complexity
of this method is approximately:

T (d) = O ((1 − B) d) · O ((1 − B) d − 1)

= O
(
(1 − B)2 d2 − d

)

= O
(
d log2 d

)
.

(18)

The time complexity of the general calculation method is
O

(
d log2 d

)
, so this method can improve the efficiency of

deduplication.

5 Experiments

This section describes the related preparations of the dataset,
the environmental configuration, themost important compar-
ison test design, and the selection of experimental parameters
and results for display and analysis. We compare the most
commonly used deduplication method on the entity event
dataset and comprehensively evaluate the model we pro-
posed.

Table 1 Data set items

Field name Illustration

id News number

Title Title of the news release

Content Content of the news

Release_time News release time

Crawling_time News crawl time

Company_entity Extract the entity of the event

Company_subject The remaining subjects

Trigger_words Trigger word for extraction event

Sentences Sentences representing entity events

Deduplicate_lable Manually predict labels

Table 2 Data set

Data set name Entity-num Data-num

Entity event data-small 10 1356

Entity event data-middle 40 5203

Entity event data-big 70 8762

Entity event data-lager 100 12,330

5.1 Dataset description

Since there is no public data set for entity event deduplication,
we analyze the event datasets (e.g. ACE 2005 corpus, ASTRE
[NTFB16]), and we find that the data in these datasets did
not all contain the fields required for this experiment (such as
entity, time, etc.). Furthermore, it was not convenient to man-
ually repeat the labeling of the data. Therefore, we choose
to crawl data from several major financial news websites,
for example, Sohu News and Finance column, Toutiao Busi-
ness column, Netease News and Finance column, and Sina
Finance column. For the analysis of the crawled text data,
we first use the currently popular methods for entity recogni-
tion (Devlin et al. 2018). Second, we use the event extraction
method based on trigger words and entities to extract events
from the text and obtain all the entity events of each text
according to the definition of entity events (Han et al. 2018).
Finally, the main items contained in the dataset are shown in
Table 1.

This experiment needs to test the performance. Therefore,
we construct four datasets of the same type and different
sizes, and a detailed display is shown in Table 2. In this
experiment, a total of one hundred entities are included. The
number of entity events in the largest dataset is 12,230, and
the time difference is one month. This method is a real-time
calculation method, so our dataset is sorted by release time
(Navarro-Colorado and Saquete 2016).

As seen from Sect. 4, a lexicon Le is established in this
paper, which can be both a mapping feature word and a trig-
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Table 3 Environment configuration

Environment Parameters

System version Windows server 2012

CPU Bronze 3160 CPU @ 1.70GHz

GPU Nvidia Tesla V100

Python Python 3.7

ger word lexicon. There are three types of trigger words in
the lexicon: positive, negative, and neutral. Here, we would
like to emphasize that we established the lexiconwith profes-
sional data analysts and classified and rated the importance
of trigger words. The mapping feature words in the final lex-
icon Le have 22 categories of positive words, 23 categories
of negative words, and 3 categories of neutral words, and
depending on the trigger word, the same feature word will
have different levels. Our datasets andLe lexicon are publicly
available at www.github.com/jiaxu-git/TS-NSNO.1

5.2 Experimental setup

We use standard measurements such as precision, recall, and
F1-score. To test the efficiency of the model, the processing
time of each subdataset is analyzed statistically, and the per-
formance is compared according to the total processing time
of each method. Each experiment is run 10 times with four
datasets of different sizes, and the average result is taken as
the final result of the model.

All the algorithms in this paper are run under the following
environmental configuration. See Table 3 for details.

5.3 Algorithm design for comparison

This section mainly introduces the relevant comparative
experiments in this paper. To highlight the accuracy and effi-
ciency of the algorithm in this paper, we selected the field of
entity event deduplication common deduplication methods
and combined deduplication methods to design comparative
experiments. The datasets tested in this paper are all entity
event datasets constructed in this experiment.

We will classify and select methods according to different
deduplication components, including the method of mixing
components with better results. In this article, we selected
five comparison algorithms. Among them, three methods are
for different components, including a mixed method, and the
other two are graph-based deduplication methods, as shown
in Table 4.

1 You can see the data set and dictionary built in this experiment through
this link www.github.com/jiaxu-git/TS-NSNO.

Table 4 Comparison method

Methods Condition Vec method

Sen-method Only based on sentence
of entity event
(McConky et al. 2012)

tf-iwf

Attr-method Only based on
attribution of entity
event (Tomadaki and
Salway 2005)

tf-iwf

Gra1-method Based on attribution and
relationships between
attribution of entity
event (Schinas et al.
2015)

tf-iwf

Gra2-method Based on sentence,
attribution of entity
event and introduce
GCN (Liu et al. 2018)

tf-iwf

Mix-method Based on sentence and
attribution of entity
event (Bodankar and
Waghmare 2020)

tf-iwf

TS-NSNO Based on sentence and
attribution of entity
event

tf-iwf

5.3.1 Sen-method

This method performs repetitive detection based on the sen-
tence description of the entity event. The entity event is
extracted from the sentence-level document, therefore, the
sentence descriptions are the most basic part of the entity
event. This method directly uses sentence description for
similarity calculation, which is one of the simplest and most
convenient methods. This method can distinguish different
entity events from sentence descriptions.

5.3.2 Attr-method

This method is based on the attributes of the entity event for
duplication detection, such as the time, location, and object
of the entity event. This method is also based on attribute-
based entity event deduplication, and the entity event needs to
be stored as a structured template. This method can perform
duplication detection of entity events in amore detailedman-
ner.Comparedwith theSen-method, thismethod can improve
the accuracy of deduplication.

5.3.3 Gra1-method

This method is based on the attributes of the entity event
and the relationship between the attributes for duplication
detection. In actual entity events, there are various relation-
ships between attributes, but they are not considered in the
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Attr-method. Therefore, this method is proposed and the
relationship between attributes is considered for repeated
detection, and the accuracy of deduplication is also improved.

5.3.4 Gra2-method

This method is based on sentence, attribution of entity event
and the introduction of GCN to calculate the graph. First,
the structure information of the graph is enriched by multi-
content composition. Second, the use of GCN for graph
representation can improve the extraction of semantic infor-
mation of the graph and more accurately represent the
semantic information of the text, thus improving the effect
of deduplication.

5.3.5 Mix-method

This method is a hybrid method that combines the Sen-
method and Attr-method. Gra-method has no advantage in
calculation. Therefore, Sen-method is not combined and
compared. We use different thresholds to set while consider-
ing the complete sentence and related attributes of the entity
event, and it can better obtain accurate deduplication results.

5.4 TS-NSNO experimental parameter selection

This section will introduce the related parameter selection
of the TS-NSNO experiment. The core parameters of this
method are the leader node parameterK, the attribute correla-
tion parameter Z, the space-time distance control parameter
pair (T, λ), and the space-time distance parameter U. The
rest are related parameters, which can be set directly without
the literature. For example, the similarity threshold Y can be
directly set to 0.7 according to the literature, and the change
parameter of the importance of the entity event is 1 or 0. We
will describe the selection of each core parameter separately
see the following subsections for details.

5.4.1 Parameter K selection

The leader node parameter K is the main factor that affects
the effectiveness and efficiency of the deduplication method.
When the value of K is larger, the effectiveness of TS-NSNO
is better and the efficiency is lower. When the value of K
is smaller, the effectiveness of TS-NSNO is worse and the
efficiency is higher. The smaller the value of K, the leader
node set is not sufficient to represent all of the information
sub-node graph, and the entity events leading to errors in
judgment. The larger the value of K is, the longer the cal-
culation time, resulting in lower efficiency. Therefore, it is
necessary to consider the effectiveness and efficiency of TS-
NSNO at the same time and select the bestK value. As shown
in Fig. 7, assuming that the best choice of Z is 0.7, we can

see from Fig. 7a that as the value of K increases, the F1-
score of TS-NSNO continues to increase. When the value of
K reaches 9, the growth rate decreases. Figure7b shows that
as the value of K increases, the overall time consumption
of TS-NSNO increases gradually. Therefore, combining the
effectiveness and efficiency of TS-NSNO, the optimal value
of K is 9.

5.4.2 Parameter Z selection

It can be seen from Fig. 7c that as the parameter Z value
increases, theF1-score value gradually rises.When the value
of Z is 0.7, the value of F1-score is the highest, and when
Z increases again, the value of F1-score is accompanied by
a downward trend. The parameter Z is the threshold of the
relevance of the attributes of the entity event. The higher the
relevance of the attributes of the two entity events, the greater
the two entity events belong to the same type. When the
threshold is gradually increased, there are fewer entity events
within the range of correlation, and when the optimal value is
reached, theF1-scorevaluewill decrease accordingly. There-
fore, as shown in experimental Fig. 7c, the optimal value of
parameter Z should be 0.7.

5.4.3 Parameter T and � selection

In the temporal and spatial distance model, time is an impor-
tant factor. With the development of entity events, the time
intervals included in the diagram increase. Second, the devel-
opment times of different event types are not consistent. How
to balance the relationship between the new entity event and
the old entity event requires careful consideration. There-
fore, we propose the time range of the entity event value T
and the parameter λ that controls the change in the model
value caused by the increase in the dependent variable T. For
the development of entity events, the time parameter T can
have different parameter values. The common time parame-
ter in practice is 7, 14, or 21 days. When the selected time
range is different, the focus of the selected entity events is
different. For the short time range parameter T, more timely
information can be obtained, and for a long time range, more
complete information can be obtained. The values of the cor-
responding time range control coefficient parameter λ are
0.7, 0.4, and 0.1. Therefore, the final time parameter pair (T,
λ) is (7,0.7), (14,0.4), and (21,0.1).

5.4.4 Parameter U selection

The parameter U is the threshold of the temporal and spatial
distance SP. If the temporal and spatial distance exceeds the
set threshold interval, there is no connection between the
entity events; otherwise, there is a connection. In otherwords,
the two entity events have not developed in time and space.
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Fig. 7 Optimal results of parameters K and Z

Fig. 8 When taking different parameters (T, λ), the result of parameter U

Table 5 Display of the results
of TS-NSNO

Method Data sets Acc Recall F1-score Times (m)

TS-NS Entity event data-small 86.13 82.28 84.11 19.80

Entity event data-middle 86.02 81.28 83.58 33.60

Entity event data-big 86.10 82.36 84.19 50.40

Entity event data-lager 85.11 82.32 83.69 76.80

TS-NSNO Entity event data-small 88.76 91.34 90.03 21.20

Entity event data-middle 89.23 90.95 90.08 34.10

Entity event data-big 88.94 91.11 90.01 50.40

Entity event data-lager 88.67 91.00 89.82 77.30

Figure8a–c shows that under different (T,λ) parameter pairs,
the value ofU is different, and when the value ofU is on both
sides of the peak, duplicationdetectionof entity eventswill be
a large-scale misjudgment occurred, resulting in a drop in the
F1-score value. Therefore, through experiments, we select
the U values under different parameter pairs, respectively:
0.3, 0.5, and 0.7.

5.5 Effectiveness analysis

In this section, we first analyze the effect of the deduplica-
tion method TS-NSNO proposed in this paper and compare
the accuracy, recall, and F1-score value of the two stages.
Second, the TS-NSNO is compared and analyzed with five
comparative experiments, and the final conclusion is drawn.

5.5.1 TS-NSNO experiment effectiveness analysis

From the previous section, we can conclude that the best
parameter selection of this method and the time range param-
eter T we choose is 21. Therefore, the final results are
obtained through experiments, as shown in Table 5. As we
can see from the table, first, the accuracy of the first stage
of the TS-NSNO algorithm is only 3% lower than that of the
complete algorithm, but the recall is 9% different. Therefore,
the second stage of the TS-NSNO can be greatly improved.
Improve the recall and make the final F1-score average reach
90%. Second, the overall running time of the first stage of
the TS-NSNO algorithm is not much different from the com-
plete running time, so the second stage will not reduce the
performance of the algorithm. Finally, we can conclude that
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Fig. 9 The evaluation value of various algorithms, from the three aspects of precision, recall, and F1-score

both the first stage and the second stage of the TS-NSNO
algorithm can reach the preset goal, and the F1-score value
for deduplication can reach the current optimal value.

5.5.2 Comparative experiment analysis

Figure9 is a line chart of the accuracy, recall and F1-score
value of the five comparison algorithms and the TS-NSNO
algorithm. Among them, in Fig. 9a, we can see six dedupli-
cationmethods the highest accuracy is theTS-NSNOmethod,
and the lowest is the Sen-method. In Fig. 9b, the recall rate of
TS-NSNO is much higher than the other methods. In Fig. 9c,
the largest F1-score is TS-NSNO, and the smallest is the attr-
metnod deduplication method. Because the algorithm in this
paper is also a combined method, the accuracy is not much
different, and this paper also proposes two models based on
event development factors to improve the recall rate of the
deduplication method. Therefore, the F1-score value of our
proposed TS-NSNOmethod is also the current optimal value.

In general, theTS-NSNOmethod can achieve better results
on the deduplication task—with improvement of 10% on
recall and 5% on F1-score score—which means that our
proposed model can effectively improve recall and achieve
high-efficiency deduplication.

5.6 Performance analysis

From the performance column of each method in Fig. 10, we
can see that the total time increases as the amount of data
increases. However, the growth rates of different methods
are different. The fastest growth rate was obtained with the
Gra2-method, and the slowest growth rate was obtained with
the TS-NSNO. It can be explained that the selection of the
leader node greatly reduces the amount of calculation, and
the TS-NSNOmethodwe proposed can effectively reduce the
calculation time and achieve the real-time detection target.
Moreover,TS-NSNO runsmore than50%faster than the other
four algorithms on average.

Fig. 10 The evaluation value of various algorithms efficiency

6 Conculsion and future work

In this paper, a two-stage deduplication strategy TS-NSNO
is proposed to improve the accuracy and performance of the
deduplication algorithm. In the first stage, the node selection
strategy selects representative leader nodes from each con-
nected subgraph and calculates the similarity between them
and the data to be detected. In the second stage, the nodes are
optimized to eliminate the nodes with incorrect connections
and improved recall. In this paper, we test the accuracy and
performance of the algorithm by creating the entity event
dataset. The experimental results show that the two-stage
optimization algorithm can better improve the accuracy and
performance of deduplication.

In our future work, we will develop an improvement plan
in three directions. The first is to increase the sample size of
the dataset, which can more comprehensively detect the per-
formance of the method. The second is the strategy selected
in the optimization stage, aiming to find a more representa-
tive leader node. Finally, the characteristics of entity events
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can be further refined and optimized, and a higher accuracy
rate can be obtained.
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