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Abstract
In this paper, we address the problems of massive amount of energy consumption and service level agreements (SLAs)

violation in cloud environment. Although most of the existing work proposed solutions regarding energy consumption and

SLA violation for cloud data centers (CDCs), while ignoring some important factor: (1) analysing the robustness of upper

CPU utilization threshold which maximize utilization of resources; (2) CPU utilization prediction based VM selection from

overloaded host which reduce performance degradation time and SLA violation. In this context, we proposed adaptive

heuristic algorithms, namely least medial square regression for overloaded host detection and minimum utilization pre-

diction for VM selection from overloaded hosts. These heuristic algorithms reducing CDC energy consumption with

minimal SLA. Unlike the existing algorithms, the proposed VM selection algorithm consider the types of application

running and it CPU utilization at different time periods over the VMs. The proposed approaches are validated using the

CloudSim simulator and through simulations for different days of a real workload trace of PlanetLab.

Keywords Cloud computing � Data center � Energy consumption � Host overloaded detection � Service level agreements �
and VM selection

1 Introduction

The demand for computing resources is growing rapidly,

thereby requiring large-scale data centers. These data

centers require enormous amount of electric power to

provide an essential service to cloud users, and such con-

sumption increases carbon dioxide (CO2) emissions and

operating costs. According to statistics, data centers con-

sume approximately 1.3% of the total worldwide electricity

supply; the rate is predicted to increase by 8% in 2020 [1].

Therefore, CO2 is also increasing substantially, which

brings direct impacts to the environment.

The main reason for this extremely high energy con-

sumption is not just the use of computing resources in

large-scale and the energy inefficiency of hardware, but

rather lies in the inefficient usage of these resources.

Unfortunately, large amounts of electric energy are wasted

by hosts during low workload. Utilization data of host

resources collected from more than 5000 production hosts

over a six-month period show that most of time hosts

operate at 10–50% of their full capacity, thereby leading to

wasting energy during low utilization of resources [2, 3].
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Another reason is the narrow dynamic power range of

servers: even completely idle servers still consume about

70% of their peak power [4]. Therefore, keeping servers

underutilized is highly inefficient from the energy con-

sumption perspective.

An important question is how to minimize CDC energy

consumption while ensuring the service level agreements

(SLAs) delivered by the cloud provider. In order to address

the high energy consumption in CDC, we leverage the

capabilities of the virtualization technology. In a cloud

computing platform, a host is installed on more than one

heterogeneous virtual machines (VMs) on parallel com-

puting platforms called data center [5, 6]. The virtualiza-

tion technology provides administrative privileges to VM

users within the guest operating system in that they can

customize their runtime resources according to their

specific needs. These VMs can run different types of

application simultaneously [7, 8]. Dynamic VM consoli-

dation is a significant method for optimally utilizing

computing resources from data centers. In this approach,

the VMs are reallocated using live migration according to

the current resource requirement to minimize the number

of active hosts required to handle the workload [9, 10]. The

idle hosts are switched to energy saving mode with fast

transition times to eliminate static energy and reduce total

energy consumption. The hosts are reactivated when

workload demand increases. This method possesses two

main objectives: one is to achieve efficient consumption of

electric power, and the other is to minimize the violation of

service level agreements (SLAs).

In summary, efficient energy consumption with minimal

SLA violation generally involves the host overloaded

detection in CDC, select VMs according to application

running on VM. Existing methods discussed in related

work also focus on host overload detection algorithm and

VM selection algorithm. But these host overloaded detec-

tion algorithms are not robust for outlier. Moreover, for

selection of VMs are not considering CPU utilization for

running different type of application on VM and thus may

not sufficiently reduce energy consumption of the CDC and

minimize SLA violation rate under a different workload.

In this context, we introduce a novel regression-based

algorithm called LmsReg to create an upper threshold for

detecting overloaded hosts. From these hosts, some VMs

are migrated to another appropriate host to minimize per-

formance degradation. A novel dynamic algorithm called

minimum utilization prediction (MuP) is introduced to VM

selection to balance the tradeoff among electric power

consumption, number of migrations, performance of hosts,

and total number of shut-down hosts. These algorithms

estimate the upper threshold and selection of VMs on the

basis of statistical analysis of the CPU utilization history of

hosts. The main contributions of this study are listed as

follows:

• An adaptive heuristic algorithm called LmsReg is

proposed to detect overloaded hosts. This algorithm

aims to minimize total electric energy consumption and

avoid SLA violation.

• A policy called MuP for VM selection is introduced to

allocate VMs from overload hosts or underloaded hosts.

This algorithm aims to minimize SLAs by selecting

VMs from overloaded hosts.

• The efficiency of LmsReg and MuP is evaluated using

the CloudSim simulator, and their performance is

compared against that of other proposed approaches

in literature.

The rest of the paper is organized as follows. Section 2

discusses previous works related to CDC resources and

energy efficiency management. Section 3 presents the

architecture of the Infrastructure as a Service (IaaS) cloud

platform and its energy model. Section 4 describes the

algorithm for overloaded host detection and the policy for

VM selection. Section 5 proposes an energy efficiency

metric for measuring the effectiveness of the proposed

algorithms in the cloud environment. Section 6 introduces

the experimental setup for the proposed algorithms. Sec-

tion 7 analyzes and compares the simulation results of the

proposed algorithms. Finally, Sect. 8 elaborates the con-

clusions of the study and future research direction.

2 Related work

The prior works concerning the energy consumption

management in CDC can be broadly divided into three

categories: (1) dynamic VM consolidation; (2) adaptive

heuristics based threshold; (3) non-adaptive heuristic based

threshold. These all are discussed in detail following

subsection.

2.1 VM consolidation

The problem of VM consolidation is considered NP-hard

[11]. Therefore, the cost of finding the optimal solution in

large-scale virtualized data centers (large number of hosts

and VMs) is high. Pahlavan et al. [12] proposed a VM

consolidation algorithm for energy-aware application in

CDC in consideration of structural features, such as racks

and network topology. They also focused on the structure

of the network and cooling system in CDC that hosts the

physical machines during VM consolidation. Specifically,

racks and routers are employed without compromising the

SLAs. In this way, low traffic routers or idle routers and

cooling equipment can be turned off to minimize electricity
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consumption. A common method for this purpose is the

dynamic VM consolidation approach, which is also called

dynamic VM management and dynamic resource alloca-

tion [13, 14]. However, the consolidation of VMs from

overloaded and underloaded hosts optimizes the electric

energy consumption of a CDC. Ranganathan et al. [15]

described a method for power management of servers at the

collective system level instead of individual server level.

This approach permits active servers to steal power from

inactive servers.

2.2 Adaptive heuristic based threshold

An adaptive based upper CPU utilization threshold is more

efficient than traditional one. Beloglazov et al. [4] proposed

Beloglazov et al. proposed different types of threshold that

have been calculated through different statistical measures,

like: The Random Selection Policy, Median Absolute

Deviation, Local Regression, and The Maximum Correla-

tion Policy. Here all the sub problems are addressed. Most of

the heuristics are designed in such a way that they are

adaptive to changes and keep their threshold changing based

on different scenario in different time so that they can still

provide the functionality and consolidation decision in

changed environment. This adaption process allows the

system to be dynamic. In [16], Beloglazov et al. introduced a

heuristic-based energy-aware approach. This approach

focuses on the statistical analysis of CPU utilization history

to determine an upper threshold for detecting overloaded

hosts. However, placing a VM on the host that will be

overloaded causes performance degradation for this VM. As

a solution, a VM controller should gather all information and

provide an appropriate host during VM consolidation.

Verma et al. [17] introduced a heuristic based models,

namely, medianmigration time, smallest void detection, and

maximum fill technique. Zhu et al. [18] introduced a static

CPU utilization threshold for detecting overloaded hosts. If

the utilization of the host is more than 85% of its total

capacity, then this host is detected as an overloaded host.

This approach is unsuitable for dynamic workload because it

cannot adapt to workload changes. Several current works are

focusing on decision making based on statistical analysis of

historical data

2.3 Non-adaptive heuristic based threshold

Kusic et al. [19] proposed the idea of limited lookahead

control where they sequential optimization a VM place-

ment scheme using limited lookahead control. They used

Kalman filter to predict the number of impending arrivals

to deal with time-varying nature of workload and to per-

form necessary re-allocations. Simulation based learning

needed for the application-specific adjustments. These kind

of adjustments cannot be implemented by real Cloud pro-

viders. Moreover, the time complexity of their model is

very high. Therefore, it is well executable for large-scale

cloud systems. On the other hand, we propose adaptive

heuristic model goal to achieve high performance with less

energy consumption and minimal SLA violation for large-

scale CDC and does not need simulation-based learning

prior to deployment of application in real cloud system.

Von et al. [20] introduced many interpolation methods

like linear interpolation, polynomial interpolation, Shepard

interpolation, and nearest-neighbor interpolation to mea-

suring the energy consumption and compared them to

determine the accuracy of the proposed methods to select

the best interpolation method using independent reference

dataset containing a large set of data points. In this paper,

we used the standard energy consumption details on given

CPU utilization of hosts to estimate energy consumption

for specified duration [21].

Nathuji et. al. [22] introduced a host resource manage-

ment polciy for VM placement that achieve efficiency

through local and global policies using live migration of

VMs from overloaded servers. At the local level, the sys-

tem applies power management policies of guest OSs. On

the other hand, global manager keeps an eye the current

resource allocation by the local manager. Global manager

implements its policy on local resources to decide whether

the VM placement is required. They did not considered any

specific policy for automatic resource management at the

global level. In the next section we will discuss about cloud

computing system architecture in detail.

3 System architecture

Cloud computing is an on-demand network access based on

virtualized platform and provides large-scale data center

resources to users. The submissions of multiple requests for

VM provisioning are allocated to hosts simultaneously.

The allocation of VMs on hosts depends on the CPU uti-

lization of host. The dynamic nature of VM means the

workload of VM variability over time. The main compo-

nents in the data center that consume electric energy are the

CPU, primary storage, secondary storage, cooling unit, and

network interface. The CPU consumes more electric

energy than does other components [16]. The energy con-

sumed by the CPU is linearly proportional to its utilization

[23]. Therefore, the total resources of the host and uti-

lization of VM resources are categorized by a single

parameter called the CPU performance. The CPU perfor-

mance is measured in million instructions per second

(MIPS). The efficient consolidation of VMs reduces the

consumption of electric energy and the rate of SLA vio-

lation. When the running VM cannot obtain its provision
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resources (such as MIPS and memory) from the CDC, SLA

violation occurs. In this case, the cloud service provider

must be pay penalty costs to the cloud server users. After

the overloaded host is identified, VMs for migration from

the overloaded host to the appropriate host are selected and

are applied iteratively to the host until it is not considered

overloaded.

The target cloud computing platform is shown in Fig. 1.

This platform possesses two main components, namely, the

central controller and the local controller, which are the same

as those described in [4, 24]. The central controller is directly

connected to the end users and the local controller, and the

local controller is directly connected to the VM controller.

The resource management of the data center is done by the

central controller, which allocates VMs to hosts on the basis

of a predefined policy. The VM controller is responsible for

resizing VMs depending on their resource requirements,

migrating VMs from one host to another host, and activating

and reactivating hosts. The local controller resides in a sep-

arate VM on the virtualization layer, is directly connected to

the central controller, and is responsible for monitoring the

current state of hosts and sending all gathered information to

the central controller. We propose an algorithm for over-

loaded host detection and an approach for VM selection to

minimize electric energy consumption while satisfying SLA

requirements. This approach first detects an overloaded host

by using the dynamic upper CPU utilization threshold and

then selects VMs from the overloaded host to reduce per-

formance degradation. Finally, the selected VMs are

migrated to the appropriate host to fulfil the requirements.

Turning the idle hosts into energy savingmode is also helpful

in reducing the energy consumption in the data center.

4 Energy-aware heuristic algorithms

Heuristic-based models provide better result than that of

traditional ones, such as static threshold based energy-

aware techniques. We propose a heuristic-based upper

CPU utilization threshold for detecting overloaded hosts

and dynamic consolidation of VMs. The estimation of the

upper threshold is based on the statistical analysis of the

CPU utilization history data [25]. The proposed

flowchart for IaaS resource management based on LmsReg

for overloaded host detection and MuP for VM selection

from overloaded hosts is shown in Fig. 2. In the first phase,

the proposed algorithm lists the hosts, applies LmsReg for

overloaded host detection, and compares the CPU utiliza-

tion of hosts by using the estimated upper threshold. If the

CPU utilization exceeds the upper threshold, then this host

is predicted as an overloaded host, and vice versa. After

detecting the overloaded host, all VMs of this host are

identified andMuP for VM selection is applied to select the

VMs that need to be migrated from the overloaded host.

After the vmMigrateList is updated, the MBFD VM

placement scheme [4] is actively applied on the selected

VMs from the overloaded host and the VMs are allocated

to the appropriate host. In the second phase, the method

proposed in Beloglazov et al. [4] is applied to find under-

loaded hosts. Thereafter, all the VMs from these hosts are

migrated to the appropriate host. We discuss LmsReg for

overloaded host detection and MuP for VM selection in the

following sections.

4.1 LmsReg for overloaded host detection

The dynamic nature of the cloud environment is a major

concern for cloud service providers. The constant value of

the processor utilization threshold is not an optimal solution

for an unpredictable or dynamic workload of the cloud

framework. Therefore, we propose an algorithm for this

dynamic nature. The proposed method automatically adjusts

the upper CPU utilization threshold on the basis of the sta-

tistical analysis of the past CPU utilization of the hosts. A

robust regression model, which is more efficient than the

traditional one, is used to construct the proposed algorithm.

The variability of CPU utilization directly impacts the upper

CPU utilization threshold. If variability is small, the CPU

utilization reaches 100% utilization, which causes perfor-

mance degradation or SLA violation. Unlike traditional

approaches, robust regression techniques provide a more

efficient optimal solution. These techniques do not directly

influence by the outliers in theCPUutilization dataset, which

makes them robust and reliable for the dynamic cloud

environment. Least median of squares regression is com-

monly used to minimize the median of squared residuals

[26]. LmsReg is a more robust estimator than other estima-

tors, such as median, standard deviation, variance, and

ordinary least squares (OLS). In OLS, a single corrupt data

point can provide the resulting regression line with an arbi-

trarily large slope [27]. For calculating the LmsReg model,

we need to calculate the OLS model and the relationshipFig. 1 Cloud IaaS architecture
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between the value of input data x and the value of the output

data y by the straight line as follows:

y ¼ aþ bxþ e ð1Þ

e ¼ y� ðaþ bxÞ ð2Þ

where a and b are regression model parameters. e is an

independent variable called residuals. We use the estimated

regression equation as follows.

ŷ ¼ aþ bx ð3Þ

ei ¼ yi � ŷi ð4Þ

Fig. 2 Proposed flowchart for

IaaS resources management
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where a and b are used to denote the estimates a and b
parameters respectively. ei is the difference between pre-

dicted output variable ŷi and real output variable yi in the

ith host CPU utilization data point. This model aims to

minimize the value of ei. If the value of all residuals ei
reaches zero, then an optimal model is found for given

hosts CPU utilization data points. i 2 H, where H is set of

CPU utilization of all m hosts in the data center. The goal is

to estimate the parameters, a and b, which is usually called

the intercept and slope of the fitted line in the given data

set, respectively. In OLS, a line is fitted in a given dataset

by estimating the value of a and b to minimize the sum of

squared residuals (SR) as described below:

min
a;b

SR ¼
Xn

i¼1

�
yi � ðaþ bxiÞ

�2

ð5Þ

Let the least square estimator a and b, are a and b

respectively. For minimizing the values of a and b, the
Eq. (6) partially differentiated with respect to a and b.

oSR

oa
¼ �2

Xm

i¼1

�
yi � ðaþ bxiÞ

�
¼ 0

¼
Xm

i¼1

�
yi � ðaþ bxiÞ

�
¼ 0

ð6Þ

oSR

ob
¼ �2

Xn

i¼1

�
yi � ðaþ bxiÞ

�
xi ¼ 0

¼
Xm

i¼1

�
yi � ðaþ bxiÞ

�
xi ¼ 0

ð7Þ

By simplifying Eq. (7), the value a can be defined as

follows:

Xm

i¼1

yi �
Xm

i¼1

a�
Xm

i¼1

bxi ¼ 0

Xm

i¼1

a ¼
Xm

i¼1

yi �
Xm

i¼1

bxi

ma ¼
Xm

i¼1

yi �
Xm

i¼1

bxi

a ¼ �y� b�x

ð8Þ

By simplifying Eq. (8) and putting the value of a, the value

of b can be defined as follows:

b ¼
Pm

i¼1ðxi � �xÞðyi � �yÞ
Pm

i¼1ðxi � �xÞ2
ð9Þ

where �y and �x are the means of the variable yi and xi
observations respectively. Formally, the least median of

squares fit is determined by the median of the residuals

after plotting the values of a and b as follows:

LmsReg ¼ median
8i

�
yi � ðaþ bxiÞ

�2

ð10Þ

The overloaded host determines by the upper CPU uti-

lization threshold metric used in [16]. We extended this

metric by using LmsReg for overloaded host detection as

follows:

upT ¼ 1� p� LmsReg ð11Þ

where p (0.5) is a safety parameter of the algorithm and

define how fast the system is consolidating the VMs. A

small value of the safety parameter p implies low energy

consumption but high SLA violation, and vice versa [16].

The pseudo-code in Algorithm 1 gets a m �1 vector H,

which consist of a history of CPU utilization. The values of a
and b are obtained by applyingOLS. To find an optimal linear

regression line we use the parameters a (line 9) and b (10).

Afterwards, based on the predicted value of ŷ, calculating the

error or residual for each data point given (line 12 ). Then, the

medianof the square of the residuals (line 14),which is helpful

in finding the upper CPU utilization threshold, is obtained. If

the current CPU utilization of the host is greater than the

calculated upper threshold, then this host is detected as an

overloaded one and thus violates the SLAs.
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4.2 Minimum utilization prediction VM selection
policy (MuP)

The selection of VM is an immediate task after the host

detected overload and decision needs to be made to select

VMs for migration from overloaded host to appropriate

host. Selection of VM efficiently is an important task in

both prospective: performance degradation; and SLA vio-

lation. We proposed Minimum Utilization Prediction

(MuP) approach for VM selection. The idea of behind is

that, most of the applications are utilizing the different

amount of VM CPU at each time frame t. Selection of VM

is determine by it CPU utilization over the period of time

and select a VM who’s CPU utilization is minimum than

other VMs on same overloaded host. This approach sig-

nificantly reduce SLA violation and performance degra-

dation at VM migration time. In this scenario, a proposed

algorithm collect CPU utilization of all VM at each time

frame t such as VMum;t�n, where m is a total number of

VMs and t � n are the time frame n 2 ð0; 1; . . .; n� 1; nÞ.
The collection matrix of all VM CPU utilization (VMu) at

each time frame t is describe as follows:

U ¼

VMu1;t VMu1;t�1 . . . VMu1;t�n

..

. ..
. . .

. ..
.

VMum;t VMum;t�1 . . . VMum;t�n

2

664

3

775

After collected all VMu. The proposed algorithm basically

analysis past history of each VM CPU utilization acquired

by application running on overloaded host VMs at the time

frame t. For analysis, we used robust statistics method

provides better estimation than other classical statistical

methods. The motivation is to produce estimation value of

each VM CPU utilization that are not unduly affected by

small departures from model assumptions. The Median

Absolute Deviation (MAD) is a measure of statistical dis-

persion. It is a more robust estimation technique than the

sample variance or standard deviation, as it behaves better

with distributions without a mean or variance, such as the

normal distribution. The MAD is a robust statistic, being

more resilient to outliers in a data set than the standard

deviation. In the standard deviation, the distances from the

mean are squared, so on average, large deviations are

weighted more heavily, and thus outliers can heavily

influence it. In the MAD, the magnitude of the distances of

a small number of outliers is irrelevant.

For a univariate data set VMu1;t�i;VMu2;t�i; . . .;

VMum;t�i, the MAD is defined as the median of the absolute

deviations from the datas median:

VMuMAD
i ¼ medðjVMui;t�j � medðVMui;t�jÞjÞ ð12Þ

The predicted MAD value of each VM on ith host is

calculated by the Eq. (13). It,s determine over a period of

time which VM workload is lesser than the other VMs.

VMuMADðpÞ�VMuMADðqÞ; p 2 Vij8 2 Vi; ð13Þ

The choosing a minimum MAD value VM using Eq. (14)

for migration because application utilizing selected VM

resources over the period is much lesser, thereby perfor-

mance deg radiation and SLA violation occur during VM

migration is significantly reduces.

The pseudocode that for understanding the work-flow of

MuP VMs selection is presented as Algorithm 2. After the

overloaded host is detected, MuP lists all the VMs from

this host. Collected CPU utilization of all VMs is checked

at fixed time frame t (line 7) and calculated the MAD value

(13) of each VM CPU utilization. At last, select the VM

who’s MAD value is minimum than the other VMs on

same overloaded host. The time complexity of this algo-

rithm is Oðn2Þ.

5 Efficiency metrics

To evaluate the effectiveness of the algorithms, their

results are compared with those of other methods by using

different metrics. The first metric is called the total electric

energy consumed by the data center resources at different

application service workloads, and the data are provided by

the cloud service provider. The second metric is the aver-

age percentage of SLA violation. Such violation occurs

when the provisioned VMs are not requested resources (or

the average computing power of the shared host is not

allocated to the requested VMs). This metric directly

influences the level of quality of service, which is not

negotiated between the cloud provider and users. If an SLA

violation occurs, then the cloud service provider must pay

penalty costs to users to compensate for the SLA violation.
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5.1 Energy consumption metric

Some components of the computing system (such as CPU,

network, and memory) in the data center consume larger

amounts of electric energy than do other components.

Current studies show that the electric energy consumed by

the processor of the host is directly propositional to the

utilization of the processor. The utilization of the processor

depends on the workload of the host and changes

depending on the variability of the workload [23]. There-

fore, the utilization of the processor is a function of time.

The overall electric energy consumption by the host can be

defined as an integral function of power consumed by the

host at a given period of time, and this function is described

as follows [4]:

E ¼
Z t1

t0

PðuðtÞÞdt: ð14Þ

where, E represents the total electric energy consumed by

the server. P(u(t)) is a continuous function of the workload

utilization at time t.

Moreover, we consider four different types of hosts

namely, Fujitsu M1, Fujitsu M3, Hitachi TS10, and Hitachi

SS10. The features of these hosts are shown in Table 2.

The energy consumption of the considered servers are

obtained from SPECpower [21]. The electric energy con-

sumption of these hosts at different workloads is shown in

Table 1.

5.2 SLA violation metric

The SLA defining the quality attributes such as QoS—

Quality of Service. SLA metrics are used to measure the

performance characteristics of the service objects. The

value of SLA violations is vital for the energy-aware

algorithms, and this metric could be defined as follows:

SLA ¼
VM

requested
utilization � VMallocated

utilization

VM
requested
utilization

ð15Þ

where VM
requested
utilization and VMallocated

utilization represents requested

MIPS and allocated MIPS by all VMs respectively.

5.3 Performance ratio metric (PRM)

The performance ratio metric (PRM) describe the overall

performance of proposed algorithm LmsRegMuP on CDC.

By using this metric is able to understand the efficiency in

energy consumption, and SLA violation. The lager value of

PRM means overall performance of algorithm is more

efficient in CDC. Therefore, if PRM value of proposed

algorithm LmsRegMuP is greater than other algorithms

discussed in related work, the proposed algorithm called

more efficient in CDC. We introduced PRM, which is

described as follows:

PRM ¼ 1

SLA
þ 1

E
ð16Þ

where PRM represents the overall performance ratio met-

ric, and E is the total electric energy consumption of the

CDC. SLA represents the a percentage of SLA violation in

the data center. The next section describe the experiment

setup of CDC.

6 Experiment setup

Cloud computing is a large-scale virtualized resources for

providing virtual computing resources to cloud service

users. We basically focus on IaaS platform. However,

deploying a real large-scale virtualized IaaS platform is

costly and brings difficulty in conducting repeated experi-

mental analysis and comparing the results of the proposed

algorithm. Therefore, simulation is the best choice for

evaluating efficiency of proposed algorithms. In this work,

we implemented LmsRegMuP algorithm on the CloudSim

toolkit [28], analyse and comparing the performance of

overloaded host detection and VM selection with other

literature work. The CloudSim is a modern open source

simulator and provides an IaaS cloud computing frame-

work for repeatable experiments.

In CDC simulation setup, four different categories hosts

are taken such as Fujitsu M1, Fujitsu M3, Hitachi TS10,

and Hitachi SS10. The features of these hosts are shown in

Table 2. We are installing 800 heterogeneous hosts of real

configuration describe in Table 2. The energy consumption

of these hosts at different workload are shown in Table 1.

The CPU clock speeds of the hosts are mapped into

MIPS ratings. The cores of Fujitsu M1, Fujitsu M3, Hitachi

TS10, and Hitachi SS10 host are mapped as 2700, 3500,

3500, and 3600 MIPS respectively. The network bandwidth

of the each host is 1 GB/s. The corresponding VM types are

Amazon EC2 VM types, as shown in Table 3.

This simulation-based experiment relies upon real

workload traces from real servers that are available pub-

licly. We used data provided by CoMon project for mon-

itoring infrastructure of PlanetLab servers [29]. This set of

data was included in CloudSim simulation toolkit for 10

random days shown in Table 4.

These real workload traces contain CPU utilizations of

more than 1000 VMs deployed on more than 500 Plan-

etLab server located at worldwide. In the next section we

will analyze the simulation results.
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7 Simulation result and analysis

We evaluate the performance of LmsReg for overloaded

host detection and MuP for VM selection on considered

simulation framework with real CPU utilization data of

heterogeneous servers described in Table 4. We get the

results of energy consumption metric, total SLA violation

metric, number of host shutdown, and number of VMs

migration. Similarly, we have collected the results of per-

formance ratio metric. The proposed algorithms are simu-

lated, and their results are analyzed and compared with

other algorithms for overloaded host detection and VM

selection. The compared algorithms for overloaded host

detection are median absolute deviation (Mad), linear

regression (Lr), and inter quartile range (Iqr); for com-

parison of VM selection algorithms, minimum migration

time (Mmt), maximum correlation (Mc), and minimum

utilization (Mu) are used [16]. We discuss the simulation

results and their comparison in the following subsections.

7.1 Energy consumption

Recent studied [16], show that the energy is consumed by

hosts in datacentres related to its CPU and memory uti-

lization, even when the DVFS technique is applied. How-

ever, with the equipment of multicore CPUs, large-capacity

memory, and big hard disk, the traditional linear model is

not capable of depicting the energy consumption of a host

accurately. The simulation results of the proposed algo-

rithms analyze and compare with Mad, Lr, and Iqr in

Beloglazov et al. [16]. The real 10 days workload trace is

used in the experiment that are shown in Table 4. The

simulation results of the energy consumption are presented

in Fig. 3. Notably, energy consumption is significantly

reduces using the proposed algorithm for overloaded host

detection with minimum utilization prediction called

LmsRegMuP compared with other techniques describe in

literature work. The Fig.3(a) showing superiority of

LmsRegMuP according to 10 days energy consumption of

the CDC. The 10 days variation of energy consumption by

using LmsRegMuP is from 26 kWh to 41 kWh. In other

words, the overall energy consumption of the data center is

significantly reduced by using LmsRegMuP The energy

consumption of the data center by using the techniques in

Beloglazov et al. [16] is greater than the median of Lem-

RegMuP. We also implement LmsReg for host overloaded

detection and MuP for VM detection combined with the

algorithms and policies in Beloglazov et al. [16],

respectively.

The energy consumption of the data center by imple-

menting LmsReg with Mc, Mmt, and Mu in Beloglazov

Table 1 The electric energy

consumed by the considered

servers at different level of

workload in Watts (W)

Server 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Fujitsu M1 13.3 18.3 21.1 23.4 26.5 29.6 34.7 40.7 46.8 57.4 60

Fujitsu M3 12.4 16.7 19.4 21.4 23.4 26.1 29.7 34.8 41 47.1 51.2

Hitachi TS10 37 39.9 43.2 45.5 48.8 52.8 57.8 65.1 73.8 80.8 85.2

Hitachi SS10 36 38.8 41.2 43.7 46.3 49.4 53.1 58.8 64.2 67 69.7

Table 2 The characteristics of

the hosts
Server CPU Core Clock speed (GHz) Memory (GB )

Fujitsu M1 Xeon 1230 4 2.7 8

Fujitsu M3 Xeon 1230 4 3.5 8

Hitachi TS10 Xeon 1280 4 3.5 8

Hitachi SS10 Xeon 1280 4 3.6 8

Table 3 Amazon EC2 VM types

VM Types MIPS Memory (MB)

Hight-CPU instance 2500 850

Extra-large instance 2000 3750

Small instance 1000 1700

Micro instance 500 613

Table 4 The characteristics of workload dataset [16]

Date No. of VMs Mean (%) SD (%)

03-03-2011 1052 12.31 17.09

06-03-2011 898 11.44 16.83

09-03-2011 1061 10.7 15.57

22-03-2011 1516 9.26 12.78

25-03-2011 1078 10.56 14.14

03-04-2011 1463 12.39 16.55

09-04-2011 1358 11.12 15.09

11-04-2011 1233 11.56 15.07

12-04-2011 1054 11.54 15.15

20-04-2011 1033 10.43 15.21
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et al. [16] is also compared. The performance of MuP with

Mad, Lr, and Iqr in Beloglazov et al. [16] is compared as

well. Figure 3(b) shows the implementation of MuP with

Mad, Iqr, and Lr. The figure shows that the energy con-

sumption of the data center is significantly reduced by the

proposed algorithms compared with the combined ones.

7.2 SLA violation

High upper utilization threshold for detecting overloaded

hosts allows aggressive VM consolidation, thereby directly

influencing the cost of SLA violation.

As shown in Fig. 4, the percentage of SLA violation of

the proposed algorithms is significantly less than that of the

combined techniques. The average median of SLA viola-

tion results of the combined algorithms is 9.9%. Therefore,

the average percentage of SLA violation of the proposed

algorithms is 6.9%, which is 30% less than that of the

combined algorithms.

Figure 4(b) shows that LrMuP, MadMuP, and IqrMuP

do not reduce the average percentage of SLA violation.

Therefore, the proposed algorithms reduce the significant

amount of energy consumption and average percentage of

SLA violation simultaneously.

7.3 PRM (performance ratio metric)

We discuss the overall performance of the CDC by using

PRM. The cloud provider aims to maximize the overall

performance with minimized electric energy consumption,

and SLA violation. Figure 5(a) shows that the PRM of

proposed heuristic algorithm is grater than other algorithm

PRM. Therefore, LmsRegMuP performance on considered

CDC is more efficient. Similarly, we also implemented

LmsReg host overloaded detection algorithm with mc, mmt,

and mu. The Fig. 5(b) Shows that PRM of LmsRegMc is

grater than other algorithms combination.

7.4 Number of hosts shutdown

The simulation results on the number of shutdown hosts is

analysed and compared. If the number of reactivated hosts

increases, thereby the consumption of energy increases as

well. The hosts are reactivated for allocating new VMs and

are shut down when detected as idle.

We collect the data on the number of hosts turning to

energy-saving mode by implementing the proposed algo-

rithms during simulation. As shown in Fig. 6(a), the

approximate variation of shutdown host is 1400 to 2200 of

the proposed algorithms, and this value is much lesser than

other considered algorithms. The simulation results indi-

cate that the proposed algorithms work better than does

other algorithms because of the few number of reactivated

hosts. Few number of reactivated hosts is directly propor-

tional to energy consumption of the data center. In the

experimental environment, we use only 800 hosts. How-

ever, the number of shut-down hosts is high because of

reactivation of hosts. Fig. 6(a), and (b) shows that using the

proposed algorithms significantly minimizes of host reac-

tivation compared with traditional algorithms (Fig. 7).

(a) (b)

Fig. 3 Comparison of energy consumption on real workload traces of PlanetLab
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7.5 Number of VM migration

Total VM migration is an important parameter for real

environment of cloud computing technology, which

involves a huge bandwidth cost for live migrations of VMs.

The simulated results of the number of VM migrations by

using the proposed algorithms are obtained. The number of

VM migrations is directly proportional the performance

degradation of VMs during active state of CPU utilization.

High number of VM migrations directly influences the

SLAs, and such effect is unfavorable for the cloud provider

and users. Figure 6(a) and (b) show that the number of VM

migrations by using the proposed algorithms is much lesser

than that of the algorithms in Beloglazov et al. [16].

Therefore, the performance degradation substantially

decreases because it is directly proportional to the number

of VM migrations.

8 Test of significance

The combination of four overloading detection methods

(LmsReg, Lr, Iqr, and Mad) with 4 VM selection policies

(MuP, Mc, Mu, and Mmt) are simulated on CloudSim

(a) (b)

Fig. 4 Comparison of total SLA violation using real workload traces of PlanetLab

(a) (b)

Fig. 5 Comparison of performance ratio metric using real workload traces of PlanetLab
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toolkit. Moreover, we have taken safety parameter to be

0.5, 1.2, 1.5, and 2.5 for LmsReg, Lr, IQR, and Mad,

respectively, to control aggressiveness of the algorithms for

consolidating VMs. To perform the test of significance on

proposed methods, we select Shapiro–Wilk test [30] of the

tests yield p value[0.05 for all the proposed combinations

and pass the test of normality validating that results are

statistically significantly different. The proposed algo-

rithms not only reduce the energy consumption but also

obtain minimize VM migrations and host shutdowns.

9 Conclusions and future directions

The rapid growth of CDCs worldwide has led to enormous

amount of electric energy consumption, thereby increasing

CO2 emissions. This work focuses on the cloud IaaS

platform in two ways. First, the overall electric energy

consumption, which directly impacts the running cost of

the CDC, is minimized. Thus, this study provides a real

environment of cloud computing for growing its industries

all over the world. Second, SLA violation, number of

reactivated hosts, and number of VM migrations, are

(a) (b)

Fig. 6 Comparison of number of hosts shutdown using real workload traces of PlanetLab

(a) (b)

Fig. 7 Comparison of number of VM migration using real workload traces of PlanetLab
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reduced. Moreover, a novel algorithm for overloaded host

detection called LmsReg and a policy for VM selection

from overloaded hosts called MuP are proposed. The pro-

posed algorithms are implemented using the CloudSim

simulator. The experimental results show that these

approaches substantially minimize the electric energy

consumption of CDC compared with previous approaches

for overloaded host detection and VM selection.

We will implement and evaluate the results on the open

source cloud platform called Open-Stack to analyze the

effectiveness of the proposed algorithms in a real cloud

platform. A few complex machine learning models, such as

gradient decent, will also be considered. New algorithms

for minimizing the energy consumption of data center

under SLA will be developed as well.
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